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Exploiting Locality of Interest in Online Social Networks

Mike P. Wittie, Veljko Pejovic, Lara Deek,
Kevin C. Almeroth, Elizabeth M. Belding, Ben Y. Zhao

Department of Computer Science
University of California, Santa Barbara

Santa Barbara, CA 93106
{mwittie, veljko, laradeek, almeroth, ebelding, ravenben}@cs.ucsb.edu

1. INTRODUCTION
Online social networks (OSNs), such as Facebook, MySpace,

Orkut, and many others, have expanded their membership

rapidly over the last several years. These networks intercon-

nect users through friendship relations and allow for asyn-

chronous communications within thus defined social graph.

While various OSNs support other types of interactions, in-

cluding browsing of users’ profiles, the bulk of traffic can be

attributed to inter-user communications.

OSNs continue to expand, and as a result, an ever-increasing

amount of computing power and bandwidth are needed to

support the communications of the growing user base. At

the center of an OSN is the social graph and user data, which

are traditionally stored and operated on in a centralized data

center. As the result, OSN services can appear unresponsive

to users located far away from such data centers.

We focus our study on Facebook, the largest OSN. Face-

book’s highly centralized infrastructure is not well-suited

to provide services in remote areas of the globe [1]. User-

generated updates are routed to the master database in Cali-

fornia, from which they propagate to a replica in Virginia [2].

Finally, content distribution networks (CDNs), such as Aka-

mai, serve static content to users outside of the US. While

the replication of Facebook’s databases provides timely up-

dates to users in US and Europe, latency measurements from

other regions confirm a sluggish service elsewhere.

In this work we aim to evaluate Facebook infrastructure de-

sign choices. Few details of Facebook’s infrastructure is pub-

licly available, and so we reverse-engineer Facebook through

analysis of the history of user interactions, interaction packet

traces, and network performance measurement between dis-

covered global infrastructure endpoints. Simulations of the

observed interactions within the discovered infrastructure

allow us to measure a number of key performance metrics,

such as transaction delays as perceived by users. We also

aim to quantify server load at each point of the infrastruc-

ture and relate that information to costs of network band-

width and data center size.

Based on the discovered shortcomings of the current design

of OSN infrastructure, we propose a number of changes.

While the social graph is difficult to partition, we have ob-

served that communication patterns within the social graph

are highly localized. Based on locality of traffic, we aim to

show that local handling of traffic improves service respon-

siveness for the global user base. We also aim to show that

aggregation of traffic between regional and global infrastruc-

ture can reduce load and infrastructure cost.

2. REVERSE ENGINEERING FACEBOOK
Very little information about Facebook’s infrastructure is

available publicly. To understand the performance of Face-

book’s infrastructure and the quality of service offered to its

global user base, we take a three-prong approach to reverse

engineer Facebook. First, we analyze user interaction his-

tory within a regional social graph. Second, we characterize

Facebook’s traffic through packet traces. Finally, we mea-

sure Internet path characteristics between different points of

Facebook’s infrastructure the iPlane system.
1

2.1 User Interaction Analysis
Crawls of Facebook state, performed by Wilson et al., show

a history of user interactions and the social graph within

a number of regional networks [3]. In an initial analysis of

user interactions we have noticed a certain locality of interest
within user interactions. To quantify this phenomenon and

understand how it could be leveraged to improve the OSN

service, we analyze user interactions by their directionality.

Interactions can be categorized by the locality of the inter-

acting users with respect to a regional network. Two cat-

egories of interactions, namely local-to-local (L → L) and

remote-to-local (R → L), can be obtained from regional

network crawls by scanning each user’s update feed. The

third category of interaction involving local users, local-to-

remote (L→R), is calculated by multiplying the number of

each user’s R→L interaction by their reciprocity factor, or

their likelihood of replying to another local user’s post.

To understand the locality of Facebook’s traffic, we have

analyzed the directionality of interactions in three regional

networks India, South Africa, and Sweden. We have se-

lected these regions based on geographic and socioeconomic

diversity and the availability of Facebook crawls.

Figure 1 shows the relative volume of L→ L, L→ R, and

R → L wall posts. We observe that most of the interac-

tion, namely L→ L and L→ R, are generated locally, or

within each regional network. The prevalence of local traf-

fic leads us to believe that processing and caching of local

traffic within each region could improve user perceived per-

formance and reduce bandwidth load on the global Facebook

infrastructure.

To understand how updates are consumed, we assume that

each wall post is read by friends of both the writer and owner

of the wall, which is the default Facebook behavior. We then

use the social graph to calculate the number of reads, or up-

dates Facebook needs to send out to the feeds of interested

users. Figure 2 shows the ratio of read to write events for

wall posts categorized by the direction of the original write.

In general, locally generated traffic, or L→ L and L→ R
interactions, exhibit a high rate of consumption within each

regional network.

The analysis of regional interaction patterns shows that traf-

fic local to a region is produced and consumed in significant

1
iplane.cs.washington.edu
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Figure 2: Wall post r/w ratio. Figure 3: Simulator operation.

volumes. We believe this shows promise for a redesign of

Facebook’s infrastructure to cater to local interactions and,

by doing so, improve user perceived responsiveness of the

service and reduce infrastructure costs. To more fully under-

stand the problem space, we continue our reverse engineering

effort with the analysis of the network traffic involved in the

studied interactions.

2.2 Transaction Analysis
To understand Facebook’s traffic we also need to know the

traffic involved in user interactions. By observing Face-

book traffic of users in different regions, we can discover

the addresses of servers they interact with, or infrastructure

endpoints. Moreover, through sequencing and replaying of

interactions we can discover caching behavior of the CDN

network employed by Facebook. We capture IP packets in-

volved and distill traffic flows between OSN server endpoints

involved in each type of transaction. A transaction may con-

tain the traffic for multiple interactions, such as the delivery

of multiple wall posts, in which case we aggregate interaction

data, but not transaction control traffic, within appropriate

traffic flows.

2.3 Regional Network Measurement
Finally, to understand communication delays within Face-

book’s architecture, we measure network performance be-

tween server endpoints identified in packet traces. Packet

traces are collected from a single Facebook account, but to

realistically simulate connectivity between Facebook’s and

the many regional users, we assign these users to different

subnets within each region. We identify these subnets from

www.find-ip-address.org, which lists last mile subnets at a

country level, and query iPlane to obtain median latency,

loss, and bandwidth link characteristics between regional

subnets and OSN servers.

3. EVALUATION METHODOLOGY
Our goal is to evaluate the current Facebook architecture on

a network simulator driven by user interaction traces, trans-

action traffic, and network measurement. We would like

to characterize the responsiveness of the Facebook service

by measuring the delay of each transaction type. We would

also like to measure server load and the amount of regionally

cached data and relate these to infrastructure costs.

The high level operation of our simulator is illustrated in

Figure 3. Timestamped interactions collected during crawls

are precessed sequentially. Based on the interaction end-

points and the social graph, each interaction is classified as

either L→L, L→R, or R→L. Transaction type, such as

‘wall post,’ and its directionality allows for the identifica-

tion of the corresponding traffic trace, which is then fed into

a simulated network configured to represent the measured

regional network. The simulator replays traffic traces of in-

dividual transactions and collects the metrics of transaction

delay, and server and cache load.

The simulator will allow us to evaluate the reverse engi-

neered Facebook infrastructure with real traffic. While this

is still an ongoing effort, we propose a number of simple

changes to Facebook’s processing of local traffic, which we

will also evaluate within our simulator framework.

4. DISTRIBUTED FACEBOOK STATE
Through analysis and simulations we have began to identify

network latencies between globally distributed users and the

US centralized Facebook infrastructure as the major source

of user-observed delay. While Facebook mitigates some of

this delay with regional CDNs, service responsiveness could

be improved in two simple ways.

First, we propose that locally generated writes be handled

first by a regional Facebook server before being propagated

to the US for global consistency. Processing writes locally

reduces transaction delay and makes the data available more

quickly to other users in the regional network.

Second, we propose that communications between regional

nodes and the US infrastructure be aggregated and com-

pressed by the regional server before transmission to the US

for global consistency. The aggregation of relatively con-

temporaneous requests will reduce network load, without

introducing noticeable delays to users.

Additionally, because users now only need to communicate

with the regional server, their TCP connections with US

infrastructure is split by the server. Poor last-mile access

links can achieve better throughput with a nearby server

than with a distant server over a high-latency link and so

greater interaction with regional OSN infrastructure can also

improve users’ effective bandwidth.

We aim to evaluate these proposed changes within the simu-

lation framework configured through the reverse engineering

effort. We hope to be able to show that the distribution of

an OSN’s state and traffic handling to the regional servers

benefits both users and the OSN. We also hope to show that

our findings generalize to other OSNs in follow up studies.

5. ACKNOWLEDGEMENTS
We would like to thanks Christo Wilson and Krishna Put-

taswamy for useful discussions in the early stages of this

project and for making available their crawls of Facebook.
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Eat All You Can in an All-You-Can-Eat Buffet:A Case for Aggressive Resource usage
Ramya Raghavendra
ramya@cs.ucsb.edu

1. INTRODUCTION
Alice walks into a restaurant with an all-you-can-eat buf-

fet. She wants to eat enough to avoid hunger until the next
meal. Should she eat based on the expected time until her
next meal, or should she eat as much as she can? The second
strategy is clearly superior. It provides the best possible pro-
tection against hunger, limited only by the capacity of Alices
stomach. With the first strategy, misestimation of the time of
the next meal or of the activity level lead to hunger. And
note that both strategies cost the same.
Surprisingly, system design often follows the first strategy

today. For instance, consider the task of adding forward error
correction (FEC) to transmissions over a wireless channel.
In current designs, the number of added FEC bits tends to be
a function of the anticipated bit error rate [1, 2, 5], indepen-
dent of the available spectrum resources. This method pro-
tects against packet loss as long as the errors are fewer than
anticipated but fails with higher or bursty errors. This failure
is unfortunate if there are available resources that would oth-
erwise go to waste. Underlying the use of the first strategy
today is a desire for efficient use of available resources. In
the FEC example, adding the number of bits that is a func-
tion of the common-case error rate is an efficient way to use
the spectrum. More bits might be considered wasteful us-
age. Yet if that spectrum would otherwise go unused, the
real waste is in not taking advantage of it to improve perfor-
mance. As demonstrated by the examples above, a singular
focus on efficiency can lead to poor performance. Based on
these observations, we put forth the Buffet principle: con-
tinue using more resources as long as the marginal cost can
be driven lower than the marginal benefit. Stated differently,
efficiency of resource usage should not be a driving concern
if more resources can be used at a lower cost than the benefit
from the additional use.
Through several case studies, we show that applying the

Buffet principle produces designs that are qualitatively dif-
ferent and arguably perform better. Our cases span a range of
systems and resource types; the diversity of these examples
points to the broad applicability of the principle.
The key challenge in applying the Buffet principle is that

the default way to greedily use resources tends to be costly.
For example, in the FEC scenario, if the network is CSMA-
based and a transmitter greedily pads its data transmissions,
other transmitters will suffer and total network goodput will
drop. Unless this challenge can be overcome, efficiency-
oriented designs are likely prudent. We identify schemes
such as prioritization, opportunistic usage when the resource
is vacant, utility driven usage, and background usage as use-
ful methods in building Buffet-based systems.
We are inspired by the end-to-end argument [4], which

articulates a broadly useful principle across the design of
many systems. We do not claim that the principle can be
universally applied, only that it offers a useful perspective
on system design. The most attractive aspect is that the per-
formance of Buffet designs would be limited primarily by
the amount of available resources, rather than likely artificial

limitations driven by efficiency concerns. However, its full
potential can only be understood in the context of concrete,
practical designs. We are currently building two different
systems based on the Buffet principle.

2. THE BUFFET PRINCIPLE
The Buffet principle is easily stated: continue using more

resources as long as the marginal cost can be driven lower
than the marginal benefit.
The simplicity of the Buffet principle is deceptive, to the

extent that it might seem obvious and in wide usage. But
system design today is often not approached from the per-
spective advocated by it. For instance, consider TCP, the
dominant transport protocol for reliable communication. At
first glance, it may appear that TCP uses the Buffet principle
because it tries to estimate and consume all available band-
width. However, TCP consumes all available bandwidth only
if there is sufficient amount of new data, for instance, dur-
ing a large file transfer. It will not use the spare bandwidth
to proactively protect existing data from loss. For exam-
ple, consider the case where TCPs congestion window is
8 packets and it receives only 4 packets from the applica-
tion. TCP will send only 4 packets even though the path
can support more, assuming that congestion window reflects
available bandwidth. It will send more only after a packet is
determined to be lost, which takes at least a round trip time.
A Buffet-based transport protocol might preemptively send
each packet twice, thus using the spare bandwidth to pro-
vide faster loss recovery. Of course, whether such a protocol
is practical depends on whether other data can be protected
from the aggressive bandwidth usage by duplicate packets.
As suggested by the example above, the key to success-

fully applying the Buffet principle is that the aggressive re-
source usage advocated by it must be enabled in a way that
does not hurt overall performance. The default way to ag-
gressively use resources often has a high cost; for instance,
the duplicate packets above may lead to higher overall loss
rate. This reason is perhaps why many system designs tend
to focus on efficiency, almost by default. Approaching the
design from the perspective of the Buffet principle challenges
designers to devise methods to lower the impact of aggres-
sive resource usage.

3. CASE STUDIES
We now describe several settings that can benefit from

Buffet-based designs. We classify them based on the nature
of the resource of interest.

3.1 Wireless spectrum or bandwidth
Forward error correction (FEC): Wireless media tends
to be error-prone and the bits inferred by the receiver may
be corrupted in transmission. Adding FEC bits can help re-
cover from some of the bit errors and improve performance
by reducing packet loss. The trade-off here is that each ad-
ditional bit can lower packet loss but also steal transmission
capacity. FEC designs that we are aware of either add a fixed

3



Figure 1: Through-
put with different
FEC mechanisms as
a function of offered
load.

number of bits to each transmission or a number that adapts
based on estimated bit error rate (BER) [1, 2, 5]. Current
designs use efficiency arguments and add bits corresponding
to the sweet spot where additional bits present a diminish-
ing reduction in loss rate. However, by not explicitly con-
sidering available resources, they either unnecessarily lose
packets even when there are spare resources or create unnec-
essarily high FEC overhead under heavy load. Either way,
throughput suffers. A Buffet-based FEC design can enable
the maximal protection against bit errors that the amount of
available spectrum resources can provide. Such a design will
add some minimum number of FEC bits to all transmissions,
perhaps based on the expected common case BER. On top of
that, it will greedily add more FEC bits as long as there are
spare resources.
We illustrate the benefits of such a design using a simple

simulation experiment in which 8000-bit packets are sent
over a channel with 1 Mbps capacity and a BER of 106.
We assume an optimal FEC code: when k bits of FEC are
added, the packet is successfully delivered if any 8000 out of
8000+k bits are received without error. Figure 1 shows the
throughput in this setting without FEC, with different levels
of added FEC, and with a Buffet design where the minimum
number of FEC bits is zero. FEC-K refers to adding FEC
bits equivalent to K% of the packet size current FEC designs
would sit on one such curves. We see that the Buffet-based
FEC performs the best across the board. For any given load
level, the Buffet-based design matches the best other design.
Individual other designs suffer significantly either under low
load or under high load.
The example above also suggests how Buffet designs can

be simpler. Current FEC designs need to carefully decide
how many bits to add based on estimated BER or packet
losses [1, 2, 5]. This task is complicated by the bursty and
dynamic nature of the error process, and misestimations hurt
throughput. Buffet designs skirt this complexity altogether
by simply adding as many bits as the currently available re-
sources allow, they can get the best performance at all load
and BER levels.
Rationale similar to the one above also applies to protec-

tion against packet losses. A Buffet-based system can pro-
vide greater protection from losses by utilizing all remaining
path capacity for erasure coded packets.
Mobility updates: The performance of systems that exhibit
a high-degree of mobility, such as a mobile ad hoc network
(MANET), depends on the frequency of mobility updates.
These solutions suffer from poor performance in high mo-
bility conditions, even when spare resources are available. A
Buffet-based mobility update mechanism will provide better
performance whenever spare capacity is available.
Routing in delay tolerant networks (DTNs): DTN rout-

ing protocols replicate messages along multiple paths to im-
prove their delivery probability. Because this limit is not
guided by the amount of available storage or bandwidth be-
tween replication end points, these designs can performpoorly
even when plenty of resources are available. A recent proto-
col, called RAPID [3], implicitly uses the Buffet principle.
It replicates as much as available resources allow and as a re-
sult outperforms the conventional appraoches significantly.

3.2 Storage
Long-term storage: The amount of replication on disk, is
often pre-determined today, based on anticipated failure rate.
This unnecessarily limits the protection level evenwhen there
may be spare resources. A replication system based on the
Buffet principle will providemaximal protection given avail-
able resources by aggressively replicating to fill all available
storage.
Short-term storage: Program execution can be slowed by
the time it takes to load the program and the libraries it uses
into memory. A Buffet-based strategy will maximize perfor-
mance by aggressively filling available memory, instead of
being limited to the most promising candidates.
Computational resources: Speculative execution is a com-
monly used technique wherein parts of code are executed
even though the results may eventually be discarded. A Buf-
fet design would speculatively follow as many paths as cur-
rent resources levels allow. As the number of cores inside
processors increase, such a design would increasingly out-
perform strategies that limit speculative execution to more
likely paths.

4. CURRENT WORK
Currently, we are in the process of providingwireless pro-

tocol designers with a new primitive, the Buffet primitive.
Using the Buffet primitive, we are designing a new 802.11-
compatible MAC that allows a sender to use all available
capacity on a specific channel, without hurting other users
on the channel. The motivation behind the BuffetMAC sys-
tem is the Buffet principle: the goal is to consume all the
available air time on the channel. BuffetMAC builds upon
the basic priority mechanism offered by the IEEE 802.11e
standard. The 802.11e standard offers four classes of priori-
oties. The prioritization is enabled primarily by using higher
AIFS window for low priority packets. However, the priority
mechanism offered by the 802.11e MAC is not sufficient to
build BuffetMAC.
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1. INTRODUCTION 
As algorithms for tracking targets at close ranges in video have 
matured, there as been increased interest in the classification of 
objects in video. Algorithms for objects in high resolution 
imagery such as faces, pedestrians , and vehicles have all come a 
long way in recent years ([5, 2, 4]), however most techniques are 
geared towards applications in which there are a large number of 
pixels on the object of interest and the imagery is of relatively 
high quality.  

In surveillance applications it is very common to have both poor 
image quality and low resolution. These conditions stem from 
the fact that the goal in surveillance is often to track individuals 
at the furthest range possible. The ability to track and classify 
individuals at increased ranges allows for larger areas to be 
observed, larger amounts of time to be spent observing a given 
target, and increased time to respond to events. It allows 
unmanned air vehicles (UAVs) to fly higher and with increased 
safety, traffic monitors to gather more data per vehicle, and 
border patrol agents to locate potentially threatening activity 
with enough time to intercept it. 

Additionally, imaging at increased ranges necessitates imaging 
in outdoor environments where conditions are often far from 
ideal. Lighting changes, shadows, wind, haze, thermal 
distortion, dust, and occlusions all become more apparent as 
targets are imaged at increased ranges. 

Although camera resolutions and camera optics may improve 
over time, there will be a continual demand to observe 
individuals at increased ranges, effectively cancelling out many 
of the benefits of increased resolution. Even as camera optics 
improve, the environmental factors that degrade image quality 
will only become more apparent as operators try to apply 
algorithms on targets at increasing distances. 

In this work, we look at features for classification at far ranges. 
We begin with a preliminary examination of oriented Histogram 
of Gradient (HoG) features, which are robust to scale change 
and small rotations. We use these features in the popular 
Adaptive Boosting framework and show that we can improve 
classification performance at a fixed binning resolution by 
translating the bin locations. Next, we examine a novel feature 
type which we call a Cumulative Histogram of Gradients 
Interval and examine the performance gained by allowing the 
classifier to automatically choose feature resolution. 

2. SENSIAC DATASET 
To do our experiments we use the SENSIAC dataset ([1]). This 
dataset contains video captured using a long-wave infrared 
(LWIR) camera and a black and white camera capturing the 
visible spectrum. The LWIR video was taken both during the 
day and at night, whereas the visible spectrum video was taken 
only during the day. In an effort to develop a classifier which 
works well in many situations, we use data from both camera 

sources and at both times of day in this work. The video is 
obtained at 500 meters, 1000 meters, and 1500 meters and 
contains humans and vehicles. Table1 describes the type of 
video present. 

In Figure 1 we show an example frame from the data set and a 
blown up image of the human in the video. This frame is 
relatively clean, which makes it good for studying the effects of 
poor resolution independently from the effects of image 
degradation. Notice the low resolution on the image of the 
human. 

3. HISTOGRAM OF GRADIENT FEATURES 
In order to do classification we will extract features from pixels 
located within the ground-truthbounding box of each object. The 
features we extract will be oriented histograms of gradients. To 
extract these features we first compute for each image chip the 
gradient image in the x-direction and y- direction. Next, we 
compute the magnitudes and directions of the gradients. Finally, 
we consider only the pixels whose gradient magnitude is above 
the median gradient magnitude. 

Next, we consider a histogram over the possible gradient 
directions, where the gradient direction at each pixel is given by 
   , where  denotes the image intensity 

gradient in the -direction at image location  . We then 
normalize   to be between 0 and  so that light-dark edges 

and dark-light edges are treated uniformly. Next, we choose a 
number of bins  for our histogram and tally up how many 

 

Figure 1: Example frames of humans at 1000 meters in 
LWIR video during the daytime. To the right is a blown up 
image of a human in the frame. The human is 16x36 pixels. 

Table 1: Videos used from the SENSIAC dataset. 

Video Contents Ranges 

Two humans walking in figure-eight 500m, 1000m 

Two humans jogging in figure-eight 500m, 1000m 

Pickup truck driving in circle 1000m, 1500m 

SUV driving in circle 1000m, 1500m 
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gradients fall within each bin. Finally, to normalize for rotation 
we rotationally-shift the histogram so that the maximum bin is 
located at the first bin. 

We also introduce a new novel feature which is based on the 
cumulative probability mass function obtained from the HoG 
feature. We integrate the histogram bin values over a continuous 
interval  , and consider intervals of increasing size. To 
compute this feature we start with an oriented histogram 
   , and compute: 

   



 

where       is the histogram bin which 
results from wrapping the indexing variable around to the early 
indices. We enumerate all values of    and 

  
  and use these as candidate features for 

classification. This procedure essentially allows a feature-
selection algorithm such as AdaBoost to perform adaptive 
binning and multi-scale analysis when choosing histogram 
features, as it will choose features with large and small values 
for  to classify using coarse and fine information. 

4. PRELIMINARY RESULTS 
Place We use the AdaBoost maximum-margin machine-learning 
algorithm [3] to train a single classifier which is a weighted sum 
weak perceptron classifiers. Each perceptron classifier classifies 
on the basis of a single feature. Thus, this classifier's 
performance is directly related to the quality of the features. We 
trained each classifier on 12 clips (6 humans, 6 vehicles) and 
tested on a separate set of 12 clips (6 humans, 6 vehicles). We 
made sure to include all varieties of videos in both the training 
and testing set (LWIR, visible spectrum, daytime, nighttime, 
humans, pickups, suv). 

We show classification results using receiver operating 
characteristic curves (ROC-curves). These curves show the 
tradeoff between false alarms and missed detections achievable 
by varying the decision threshold. Better results stretch the curve 
closer to the upper-left corner of the graph. In Figure 2 we show 
results achieved when keep the bin-width constant and limit the 
number of features to be chosen to eight. We obtain superior 
performance than the plain HoG feature by simply allowing for 
the bin locations to be optimized using AdaBoost rather than 
fixed a priori. In Figure 3 we show ROC curves comparing the 
use of our adaptive binning feature mentioned in Section 3. Our 
feature allows the AdaBoost feature-selection algorithm to 
control for overly-sparse histograms and to essentially choose a 
resolution coarseness which yields superior classification 
results. 

5. CONCLUSION 
In this paper we showed a how the classification performance of 
a classifier based upon the popular histogram-of-gradients can 
vary with the bin granularity. We showed that in low-resolution 
imagery, coarse binning is preferable to fine-grained binning. 
We also presented a new feature type which is based on a 
cumulative sum over the oriented histogram of gradients, and 
preliminary results show that it improves classification 
performance. In future work we intend to examine this feature 
and how it compares to other state-of-the-art features for 

classification. We also plan to more thoroughly examine 
methods for dealing with low-resolution and poor-quality 
imagery. 
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Figure 2: ROC curve shows classification results using 
cumulative histogram of gradient features with a fixed bin 
width. False alarm probability is on the x-axis and detection 
probability is on the y-axis. 

Figure 3: The ROC curve for our cumulative histogram of 
gradients. Notice that the increased use of the adaptive 
binning aspect of our feature increased the classification 
performance. 
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ABSTRACT
We observe that when network traffic behaviors are repre-
sented in vector spaces as relative frequency histograms of
behavioral features, they exhibit low-rank linear structure.
We hypothesize that this structure is due to the distribution
of flow behaviors following a finite mixture model. Aside
from being of theoretical interest, this hypothesis has prac-
tical consequences: it allows us to make predictions about
the probabilities of future flow behaviors from a handful of
a flow’s initial packets. From observing five initial packets,
we are able to predict the distribution of future packet sizes
and inter-packet intervals with between 70% and 90% ac-
curacy across a variety of network traces. We can predict
which flow will have more packets in pairwise comparisons
with between 65% and 85% accuracy. These practical ap-
plications serve dual functions. They provide highly useful
tools for network management, routing decisions, and qual-
ity of service schemes. However, they also provide evidence
that the hypothesized model gives a correct explanation for
the observed linear structure in real network traffic.

Extended Abstract
This work begins with a particular way of representing flow
behaviors as vectors. The representation is quite simple.
For each feature of a flow, we represent that aspect of the
flow’s behavior as a feature-frequency vector : a vector hav-
ing a dimension for each possible value of the feature and
whose coordinates are the relative frequency of values. For
example, the vector for the distribution of packet sizes of a
flow with four 40-byte and two 145-bytes packets is

size =
1

4 + 2
(4e40 + 2e145). (1)

Different aspects of flow behavior can be represented in this
way, and these representations can be combined by taking
the direct sum of their representation vectors:

flow = size⊕ ival⊕ type⊕ port⊕ pkts. (2)

The features here are packet size and inter-packet interval
distributions, IP protocol type, source and destination port
numbers, and packet count. The behavior of a feature across
a collection of flows can be expressed as a matrix where each
row represents a flow:

Size = [ size1 ; · · · ; sizem ]. (3)

The overall behavior of the collection of flows then becomes
a concatenation of these feature matrices:

X = [ Size Ival Type Port Pkts ]. (4)
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Figure 1: Scatter plots of the two most significant SVD dimen-
sions of the feature-frequency representations of traffic samples
from the six network traffic traces analyzed in our experiments.

When traffic traces are represented like this, a very curious
thing happens: the resulting matrices exhibit a great deal
of linear structure. Specifically, flow behaviors tend to lie
near the union of a small set of low-rank subspaces. Fig-
ure 1 shows this structure visually. These scatter plots show
the first two most significant dimensions of the behavior ma-
trix after reduction via singular value decomposition (SVD)
and projection onto the unit-sum hyperplane.

To explain this linear structure, we hypothesize that the be-
havior distribution for most flows is a mixture of a small set
of “basic behaviors.” Moreover, only even smaller subsets
of these basic behaviors are typically combined with each
other. Under these assumptions, we can express the distri-
bution of each flow’s behaviors as a finite mixture model [1]:

qi(x) =
rX

j=1

wijpj(x). (5)

Here qi and pj are probability density functions, and wij

are nonnegative weights, summing to unity for each i. Equa-
tion 5 is expressed succinctly as matrix multiplication. Writ-
ing Qik = qi(k), Wij = wij , and Pjk = pj(k), we have:

Q = WP. (6)

The number of basic behaviors, r, is the maximum possible
rank of the feature distribution matrix, Q. Moreover, we can
partition the rows of P into classes such that wij1 and wij2

are both non-zero only if j1 and j2 are in the same class.
Thus, each row of Q is associated with exactly one class,
and all the points associated with a class lie in the subspace
spanned by its associated rows in P .

This model explains the structures in Figure 1. Points along
the same low-rank structure are in the same class. A struc-
ture is “generated” by a small set of vertices: points belong-
ing to a structure are near the hull of its vertices. This is
only one possible hypothesis that fits the data. Like any hy-
pothesis, it must be tested. Our prediction technique, aside
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Trace Year Type Network

DARTMOUTH 2003 campus Dartmouth College

IETF 60 2004 conference IETF hotel

IETF 67 2006 conference IETF hotel

SIGCOMM 2001 2001 conference SIGCOMM hotel

SIGCOMM 2004 2004 conference SIGCOMM hotel

UCSD 2007 campus UCSD engineering

Table 1: Traffic traces used for analysis and experiments.

from providing a practical application, serves as a hypothe-
sis test: we try to recover the matrices W and P from our
noisy and imperfect observations of Q and use the recovered
model to predict real flow behaviors. If the recovered model
can make accurate predictions, this provides evidence that
our model and hypothesis approximate reality.

From training data we recover estimates, W ∗ and P ∗, of the
factors in Equation 6. To detect the low-rank linear struc-
tures, we use Ma et al.’s algorithm for segmenting multivari-
ate data into subspaces using lossy data coding and compres-
sion [2]. Then we determine the hull points of each linear
structure using nonnegative matrix factorization (NMF) [3,
4]: if Qc is a sub-matrix of rows in the same structure class,
we want to find nonnegative matrices, Wc and Pc, such that
Qc ≈ WcPc. Our reconstructed P ∗ is a vertical concatena-
tion of these Pc matrices, while W ∗ is a row-permutation of
the direct sum of Wc matrices. We use Kim and Park’s al-
ternating non-negative least squares algorithm [4] for rapid
initial convergence, but refine the result using Lee and Se-
ung’s Euclidean algorithm [3]. Good prediction performance
requires special initialization of the NMF algorithms, using
new techniques that we lack room to detail here.

To predict flow behavior, we separate flow features into those
observed and those to be predicted:

Xo = [ Sizeinit Ivalinit Type Port ], (7)

Xp = [ Sizerest Ivalrest Pkts ]. (8)

Sizeinit is the packet size matrix for the first five packets,
while Sizerest is the matrix for the remainder of the packets,
and similarly for inter-packet intervals. From an observation
matrix, Xo, and the recovered model parameters, P ∗, we can
make predictions about Xp. Let P ∗ = [P ∗

o P ∗
p ] be the re-

covered model parameter matrix with separated observable
and predictable features. From an observation matrix for
test data, Xo, we estimate the matrix of weights by mini-
mizing the squared Frobenius error:

W ∗ = argminW �Xo −WP ∗
o �

2
frob (9)

with the constraint that W be nonnegative. We can estimate
the underlying feature distributions for the flows:

Q∗ = W ∗P ∗. (10)

The“predictable”portion, Q∗
p, contains predictions of packet

size distribution, inter-packet interval distribution and dis-
tribution of packet counts for each flow. To evaluate the
quality of these predictions, we compare the distributions in
Q∗

p to the matrix, Xp, of actual test flow behaviors.

For our experiments, we use randomly sampled traffic from
six network traces. The traces are freely available from the
CRAWDAD trace repository [5]. Details of the traces are
shown in Table 1. We randomly sampled 5000 flows from

pred: size pred: ival mean: ival self: ival self: size mean: size packets

DART 0.8826 0.7642 0.579 0.4452 0.2652 0.1306 0.6492

IE60 0.802 0.7538 0.377 0.3732 0.413 0.1692 0.7344

IE67 0.6724 0.6898 0.3926 0.4008 0.5056 0.2626 0.7148

SC01 0.6916 0.742 0.2014 0.2776 0.3608 0.1306 0.8384

SC04 0.8078 0.7724 0.4716 0.41 0.514 0.2944 0.7156

UCSD 0.819 0.7926 0.433 0.3798 0.3548 0.169 0.6756
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Figure 2: Accuracy rates of various methods of predicting flow
behavior from five initial packets across six data sets.

each trace for training and another 5000 flows for testing.
The results are shown in Figure 2. The left panel shows ac-
curacy rates for predicting packet size and inter-packet inter-
val distributions. Since no previous work attempts to either
model individual flow behavior or predict flow behavior from
initial observations, we compare our prediction technique to
two simple and obvious approaches: predicting the already
observed behavior of each flow, and predicting the average
behavior of the training trace. Accuracy is computed by
comparing the distribution of Kolmogorov-Smirnov (K-S)
test p-values to an empirical ideal distribution of K-S p-
values, taking the maximum deviation from the ideal as the
error rate. The right-top panel shows the accuracy rate for
predicting which flow will have more packets between ran-
dom pairs of flows. Choosing randomly gives 50% accuracy,
which we exceed significantly on all traces.

Our method does not yield perfect predictions, but the non-
deterministic nature of flow behavior implies that it is im-
possible to achieve perfect prediction. Moreover, we do not
know what the inherent upper limit on prediction quality is.
No prior work has provided detailed statistical models of in-
dividual flow behaviors, or attempted to predict individual
flow behavior from initial packets. The fact that this tech-
nique can accurately predict flow behavior from so few initial
packet observations is evidence that our hypothesized mix-
ture model for flow behavior has merit. With improvements
in the algorithms used to recover the model parameters, we
are confident that even better prediction accuracy can be
achieved. Furthermore, the same model can be applied to
traffic classification from flow behavior, and to generation
of realistic synthetic network traffic from collections of trace
data. These applications, however useful, are merely pleas-
ant side effects of the real breakthrough of this work: a real-
istic, detailed statistical model for individual flow behaviors
across whole networks.
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Online Environment Model Estimation
for Augmented Reality

Jonathan Ventura
Four Eyes Lab

1. INTRODUCTION
Augmented reality applications often rely on a detailed en-
vironment model to support features such as annotation and
occlusion. Usually, such a model is constructed offline, which
restricts the generality and mobility of the AR experience.
In online SLAM approaches, the fidelity of the model stays
at the level of landmark feature maps. In this work we intro-
duce a system which constructs a textured geometric model
of the user’s environment as it is being explored. First, 3D
feature tracks are organized into roughly planar surfaces.
Then, image patches in keyframes are assigned to the planes
in the scene using stereo analysis. The system runs as a
background process and continually updates and improves
the model over time. This environment model can then be
rendered into new frames to aid in several common but dif-
ficult AR tasks such as accurate real-virtual occlusion and
annotation placement.

2. MODELING

2.1 Finding planes
To find planes in the environment, we look for planar groups
of well-estimated feature points. A SLAM tracking system
is one source of such points, especially indoors [4]. A laser
range finder would be more appropriate for outdoor AR,
where points need to be sampled from a greater distance
than multi-view matching can handle [6].

Once we have assembled a set of 3D estimated points from
the environment, we find groups of points which roughly lie
on planes. We allow some error in the planar fit, to allow
for error in the point estimates and also for surfaces that are
not perfectly planar. The RANSAC estimation procedure is
well-suited to robustly finding planes in the point set [3].

When we add a new point to the map, we first see if the point
can be classified as an inlier to a plane. If the point is not
an inlier to any known plane, the point remains unlabeled.
During our plane re-estimation procedure, we try to find
new planes in the set of unlabeled points, using RANSAC
as described above. Then all planes are re-estimated based
on their sets of inliers.

2.2 Texturing planes
Once the planes have been estimated, we need to determine
to what extent each plane is visible in the keyframe images.
For each particular keyframe, we will assign one plane to
each pixel.

It is well-known that given a plane, we can project one image
observation onto another using a linear homography [5]. We
test plane hypotheses by projecting a matching frame into
the reference using the corresponding homography (with ra-
dial distortion applied). For each projection of a keyframe,
we calculate the per-pixel matching error by Euclidean dis-
tance in RGB space.

Several recent multi-view modeling papers have shown the
advantages of using over-segmentation (superpixels) for im-
age matching [1, 7]. The over-segmentation naturally re-
spects image edges, and aggregating over a larger region can
help with matching texture-less regions. We use a recent
image segmentation method which can segment a 640×480
image in less than one second on a 2.1 GHz machine [2].
Real-time speeds are not necessary since the reconstruction
runs as a background thread.

After segmenting the reference image, we can aggregate match-
ing costs from the image warping described above. We sum
up per-pixel matching costs over each segment, and for each
segment choose the plane resulting in the lowest cost. After
segmentation, multi-view matching and patch label assign-
ment takes under 0.5 ms per plane.

3. VIEW SYNTHESIS
After plane detection and multi-view matching, each keyframe
contains its own planar model of a portion of the environ-
ment. Given any camera pose, we can synthesize a new view
of the environment from one or more keyframes.

Our rendering algorithm combines nearby keyframes together
to produce a synthesized view. We may need to use more
than one keyframe to cover the entire extent of the desired
camera view. Up to four of the nearest keyframes (as deter-
mined by the ranking described in Section 2.2) are rendered
from the viewpoint to be synthesized. The rendering proce-
dure is similar to the image matching procedure described
in Section 2.2. For each plane and each nearby keyframe,
we calculate the homography H which projects the match-
ing frame into the reference frame. However, only pixels
which are assigned to that particular plane are projected
(with radial distortion). At a single pixel location, we col-
lect all the projected pixels from nearby frames. We output
the pixel with minimum color matching error, calculated by
Euclidean distance in RGB space.

3.1 Dynamic real-virtual occlusion
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One useful benefit of our online modeling approach is its
ability to detect when foreground objects such as hands oc-
clude the background, and thus should occlude rendered vir-
tual objects as well. Figure 1 shows this effect.

We calculate the occlusion map by thresholding the differ-
ences between the camera image and the synthesized view.
The differences are already calculated and used by the ren-
dering algorithm described in Section 3, so our occlusion
approach adds little overhead.

3.2 Annotation with the environment model
A second benefit of our modeling and rendering system is
that we can estimate both depth and a normal direction
for each pixel of the camera image, in real-time. This has
the potential for greatly improving AR interaction with un-
known environments, without any offline modeling of the
environment.

Our view synthesis method assigns to each pixel in the cam-
era image a plane from the set of detected planar surfaces.
Using ray casting, we can calculate the depth of a pixel by
intersecting with its plane in world space, after accounting
for radial distortion. The normal is given by the plane nor-
mal.

With this technique, the user can easily add annotations
to the environment by simple point-and-click, which is an
important AR task. In Figure 1 we show how a text banner
can be placed on any of the planes detected by the system.

4. CONCLUSIONS AND FUTURE WORK
We have introduced a novel system for online modeling of
arbitrary AR environments, by multi-view analysis of de-
tected planar surfaces. We demonstrated our system’s ef-
fectiveness for improving the augmented reality experience.
Our approach is fast and can be used as part of a live system.
The model updates and improves as more frames are added,
and can expand as the user explores the environment. With
our image-based rendering method, our model can be used
for simplified annotation which is automatically oriented to
the model, and foreground object occlusion detection.

Our multi-view matching and rendering methods are robust,
but still susceptible to failure due to either significant illu-
mination changes, or physical changes to the environment.
It would be interesting to investigate how we can relax the
requirement of a static environment, and enable the system
to better adapt to a dynamic scene. For example, we could
remove old data from the model, or choose between different
versions of the model depending on what is sensed by the
camera.
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1. INTRODUCTION
In traditional surveillance scenarios, users are required to
watch video footage corresponding to extended periods of
time in order to find events of interest. However, this pro-
cess is resource-consuming, and suffers from high costs of
employing security personnel. The field of intelligent vi-
sual surveillance [2] seeks to address these issues by applying
computer vision techniques to automatically detect specific
events in long video streams. The events can then be pre-
sented to the user or be indexed into a database to allow
queries such as “show me the red cars that entered a given
parking lot from 7pm to 9pm on Monday” or “show me the
faces of people who left the city’s train station last week.”

In this work, we are interested in analyzing people, by ex-
tracting information that can be used to search for them in
surveillance videos. Current research on this topic focuses
on approaches based on face recognition, where the goal is
to establish the identity of a person given an image of a
face. However, face recognition is still a very challenging
problem, especially in low resolution images with variations
in pose and lighting, which is often the case in surveillance
data. State-of-the-art face recognition systems [1] require
a fair amount of resolution in order to produce reliable re-
sults, but in many cases this level of detail is not available
in surveillance applications.

We approach the problem in an alternative way, by avoiding
face recognition and proposing a framework for finding peo-
ple based on parsing the human body and exploiting part
attributes. Those include visual attributes such as facial hair
type (beards, mustaches, absence of facial hair), type of eye-
wear (sunglasses, eyeglasses, absence of glasses), hair type
(baldness, hair, wearing a hat), and clothing color. While
face recognition is still a difficult problem, accurate and ef-
ficient face detectors1 based on learning approaches [6] are
available. Those have been demonstrated to work well on
challenging low-resolution images, with variations in pose
and lighting. In our method, we employ this technology to
design detectors for facial attributes from large sets of train-
ing data.

1The face detection problem consists of localizing faces in
images, while face recognition aims to establish the identity
of a person given an image of a face. Face detection is a
challenging problem, but it is arguably not as complex as
face recognition.

Our technique falls into the category of short term recogni-
tion methods, taking advantage of features present in brief
intervals in time, such as clothing color, hairstyle, and makeup,
which are generally considered an annoyance in face recogni-
tion methods. There are several applications that naturally
fit within a short term recognition framework. An example
is in criminal investigation, when the police are interested in
locating a suspect. In those cases, eyewitnesses typically fill
out a suspect description form, where they indicate personal
traits of the suspect as seen at the moment when the crime
was committed. Those include facial hair type, hair color,
clothing type, etc. Based on that description, the police
manually scan the entire video archive looking for a person
with similar characteristics. This process is tedious and time
consuming, and could be drastically accelerated by the use
of our technique. Another application is on finding missing
people. Parents looking for their children in an amusement
park could provide a description including clothing and eye-
wear type, and videos from multiple cameras in the park
would then be automatically searched.

In this abstract, we present our implementation of the first
video surveillance system with retrieval capabilities based
on people’s fine-grained parts and attributes. The system
receives queries such as “show me the people entering the
CS building on Monday, who were wearing a red shirt, sun-
glasses and a hat,” and retrieves the corresponding videos.

2. SEARCH BY PARTS AND ATTRIBUTES
In [5], we propose a general framework for searching for peo-
ple in surveillance data, comprising three main elements:
sensors, body parts, and their attributes. In this section, we
summarize our implementation, which considers a particular
case of the general framework. The sensor is a low-resolution
(320x240) color video camera. The body parts we localize
are: face, torso and legs. We divide the face region into
three subregions: upper part, middle part, and lower part.
The following attributes are then extracted from each body
part: hair type (bald, hair, wearing a hat), from the upper
face region; eyewear type (sunglasses, eyeglasses, absence of
glasses), from the middle face region; facial hair type (beard,
mustache, absence of facial hair), from the lower face region;
and dominant color, from the torso and legs.

To detect faces in images, we use a cascade of Adaboost
classifiers [6], trained from image patches (of 20x20 size)
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Figure 1: Examples of labelings for each facial at-

tribute (bald, hair, hat, no glasses, sunglasses, eye-

glasses, beard, mustache, no facial hair).
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Figure 2: Receiver Operating Characteristic curves

for the facial attribute detectors, evaluated on a set

of face images collected from the Internet (best seen

in color
2
).

containing faces. Given the detected face’s position, the
locations of the torso and legs are estimated as rectangles
with fixed aspect ratio, whose position and size are roughly
estimated from the position and size of the detected face.
Since people have different heights and body shapes, the
rectangles may not precisely outline the regions of the torso
and the legs; however, this is not a problem, as for the sake
of this implementation we are interested only in obtaining
the dominant color attribute for these parts.

To extract facial attributes, we have trained nine additional
Viola-Jones detectors [6], one for each attribute. A dataset
of about 9,800 frontal face images (with slight pose varia-
tions) collected from the Labeled Faces in the Wild dataset
[3] and from Internet sites has been created for this pur-
pose. The images have been manually labeled by indicating
bounding boxes for specific attributes (Figure 1).

The Viola-Jones attribute detectors are applied to the cor-
responding face regions, in order to extract facial attributes.
To determine the color of the torso and legs, we classify the
corresponding regions into one of 8 colors – red, green, blue,
yellow, orange, purple, black, and white – by quantizing
each pixel in the region into one of these colors [4] and then
choosing the dominant color.

3. EXPERIMENTAL RESULTS
We performed two sets of experiments: evaluation of the fa-
cial attribute detectors on face images collected from the In-
ternet, and deployment of our surveillance system in a real-
world scenario (at IBM). Figure 2 displays the ROC curves

2An electronic version of this abstract is available at
www.cs.ucsb.edu/˜daniel

Figure 3: First search results obtained from queries

for “bald people” (top 3 rows) and “red shirts” (bot-

tom 3 rows, best seen in color
2
).

for all detectors, evaluated on a set of 2,698 Internet images.
The plots were obtained by varying the detection threshold.
This experiment demonstrates that machine learning tech-
niques in conjunction with large amounts of training data
can be used to design reliable facial attribute detectors.

To illustrate the results in the surveillance scenario, Figure 3
shows two query results, one for “bald people,” and another
for “red shirts.” In [5], we present a more detailed quanti-
tative analysis and discuss failure cases, such as the pres-
ence of shadows that resemble beards and mustaches, and
the lack of resolution to appropriately capture the frames
of the eyeglasses, making them nearly impossible to detect
even for human observers. We also show promising initial
results on the use of thermal infrared imagery as a solution
to these issues, as this modality reduces illumination effects,
facilitates the detection of transparent eyeglasses, and ac-
centuates skin/hair contrast.
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ABSTRACT
Consider a probabilistic graph G = (V, E), in which node

i is only present with probability pi and absent otherwise,

or a set of points in a normed space where each point ap-

pears with probability pi. We consider some combinatorial

optimization problems in such probabilistic settings. We

prove that some optimization problems, like the expected

area of the convex hull of points remain in P as in deter-

ministic case, but some problems, like the expected length of

the minimum spanning tree (MST), become #P-hard. We

will specially focus on the probabilistic minimum spanning

tree problem (PMST hereafter), prove some hardness re-

sults, and provide exact and approximate solutions for some

special cases, such as metric graphs and Euclidean graphs,

and graphs of bounded treewidth.

1. INTRODUCTION
Networks have become widely used for modeling complex

systems which are subject to component failures. We of-

ten seek to optimize different costs associated with such

networks, such as the cost of connecting certain terminals.

Combinatorial optimization has undoubtedly been one of the

most exciting and rapidly growing fields in discrete math-

ematics. Probabilistic Combinatorial Optimization Prob-

lems (PCOPs) are generalized version of combinatorial op-

timization problems, with explicit inclusion of probabilistic

elements in problem definition. The motivation behind in-

clusion of such probabilistic elements is to make the model

suitable for real world applications in which randomness

is a major concern. There are also several applications of

PCOPs in strategic planning for communication and trans-

portation services, job scheduling, etc. All previous work in

such frameworks has either focused on asymptotic analysis

of problems when the costs are drawn from a distribution

(see [1] for example), or on A priori Optimization (see [3,

5]).

Consider a graph G = (V, E), where nodes or links might

fail with certain probabilities. In absence of such failure

probabilities, we can easily count the number of connected

components, find the lengths of the shortest paths or find the

MST of the graph. With inclusion of probabilistic elements,

however, the application of existing algorithms becomes, in

most cases, impossible and we need new techniques to treat

them. We will discuss some problems in this setting, com-

pare their intrinsic hardness to their deterministic counter-

parts and provide some techniques to solve or approximate

them. Our focus will be on the minimum spanning tree prob-

lem, which we will prove to be #-P-hard to solve exactly,

even for the case G is a Euclidean graph induced by a set of

points in spaces of dimension greater than 2. We will provide

a log(n)-approximation for metric graphs, and a constant

factor approximation for Euclidean graphs in spaces of any

dimension. We also prove that PMST is NP-hard, even to

approximate within a constant, for general graphs. Finally,

we show that the problem can be solved in polynomial time

for the special case of graphs of bounded treewidth.

2. THE PMST PROBLEM
Given a complete graph G = (V, E), a rational probability

0 ≤ pi ≤ 1 of being present for each v ∈ V, and a weight

w(e) ∈ Z for all e ∈ E , the PMST problem asks to compute

the expected weight of the MST, where the expectation is

over the subsets of points being present. We will prove that

this problem is #P-hard. The class of #P-hard problems

was introduced by Valiant [6], where he showed that the

classical network reliability problems (NRP) are #P-hard.

In that problem, we are given a graph G
�

= (V
�
, E

�
), and

a probability qi of failure for each vertex, and the goal is

to compute the probability that a subset A ⊆ V of points

or a pair (s, t) of terminals are connected via the surviving

subgraph of G
�
.

2.1 The complexity of the PMST problem
In a special case of NRP, which is still #P-hard, qi = 1/2

for all i, and we wish to count the number of subsets S ⊆ V

such that a give pair (s, t) of terminals are connected via the

subgraph induced by S. This problem is called the S − T -

Connectedness problem.

Theorem 1. The PMST problem is in P, if and only if

the S − T -Connectedness problem is in P.

We will prove this by reducing the above problems to each

other in polynomial time. This proves the PMST problem

to be #P-hard. We also prove that this problem is NP-hard,

even to approximate within a constant factor.

In the well known NP-hard Steiner subgraph problem, we

are given a graph G = (V, E), and a subset A ⊆ V , and

wish to find the minimum subgraph of G that connects all

the nodes in A.

Theorem 2. If we can approximate, in polynomial time,

the PMST within any constant, then we can solve, in poly-

nomial time, the Steiner subgraph problem for any graph G.

The above proofs all rely on arbitrary edge weights, which

renders it invalid for the geometric case, i.e., for the case of
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a Euclidean graph over a set of points in a Euclidean space,

where for each pair (i, j) of vertices the weight of the edge

connecting them is their Euclidean distance. We prove that

the problem remains hard even in that case.

Theorem 3. Given a graph G for which we wish to solve

the NRP, we can construct, in polynomial time, a set S of

points in the 3-dimensional Euclidean space, such that by

computing the expected weight of the MST of G
�
, the induced

Euclidean graph of S, we can solve, in polynomial time, the

NRP for G.

2.2 Approximating PMST for Metric Graphs
In this section we provide an algorithm which approximates

the PMST, within a factor of log(n), where n is the number

of nodes in the graph. Let us arbitrarily rank the nodes,

and for each node, compute the expected weight of the

edge connecting it to the closest node with a lower rank.

Consider the point with rank i. Let Ci(j) be the probability

that point j is present and none of the points closer to i than

j are present. Then

Ci(j) = pj .

�

k<i,d(k,i)≤d(j,i)

qk,

and the expected length of the edge connecting i to previous

points is E[ei] = pi.
�

j<i Ci(j)d(i, j). Therefore

E[MST ] =

�

i∈P

E[ei].

For the deterministic case, the counterpart of the above al-

gorithm would be to process the nodes in an arbitrary order,

and connect each node to the closest nodes among the pre-

vious ones. This algorithm approximates the Steiner tree of

a metric graph by a factor of O(log n), which implies that

it is also a O(log n)-approximation for MST. A simple proof

can be found in [2].

2.3 Approximating PMST for Euclidean Graphs
In this section, we provide a constant factor approximation

for PMST, for a Euclidean graph of a set of points on the

plane. This method can be extended to Euclidean spaces of

any dimension.

The Yao graph of a set V of points on the plane was de-

fined by Yao in [7]. Given any number k ≥ 6, at each node

u, k equally-separated rays originating at u define k cones.

Connect each node u to its closest neighbor in each of the

cones, to obtain the Yao graph of points. Let w(MST ) be

the weight of the minimum spanning tree. It is well known

that the MST is a subset of the Yao graph, but in general

the weight of the Yao graph can be O(n) times greater than

w(MST ). See Figure 1 for an example of a Yao graph.

A graph is called light-weight if its weight is O(w(MST )).

In the following, we propose a way of pruning the Yao graph,

such that the resulting subgraph, still contains the MST and

is light-weight, and show how this approximation algorithm

can be adapted to the case the points will appear probabilis-

tically.

Theorem 4. Any subgraph G of the Yao graph is light-

weight if for any edge uv ∈ G, uv does not belong to any

cycle of length 4 in the original complete graph such that uv

is the longest edge in that cycle.

Figure 1: An example of a Yao Graph

The proof uses the Isolation Property, as defined in [4]. For

each edge uv, let Y (u, v) be the probability that uv belongs

to the Yao graph, and F (u, v) be the probability that it

does not belong to any cycle of length 4 such that uv is the

longest edge in that cycle, given that it does belong to the

Yao graph. Then we have

�

i,j

Y (i, j).F (i, j).�ij� = O(w(MST )).

We will show how each of the quantities Y(u,v) and F(u,v)

can be obtained in polynomial time. The running time of

the algorithm will be O(n
3
).

3. OTHER PROBABILISTIC PROBLEMS
We have also considered other problems in the probabilistic

setting. One of the problems is computing the area of the

convex hull. Suppose we have a set P of points on the plane

where each point appears with probability pi, and the goal

is to compute the expected area, or expected perimeter of

the convex hull of P . We will show that this problem, unlike

the MST problem, remains in P in probabilistic case. We

can prove that the probabilistic shortest path problem and

the Probabilistic Maximum Spanning Tree (PMXST) are

hard for general graphs. What remains open is the real

complexity of the PMST and PMXST on the plane.
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ABSTRACT
This abstract is about a new, energy-efficient power-state
for servers in datacenter clusters, and a global cache man-
agement scheme to accommodate for this new state, while
managing wisely all of the cluster’s memory. With this new
state, which we call Barely-Alive, we anticipate very encour-
aging power savings.

1. INTRODUCTION
Energy represents a large fraction of the operational cost of
Internet services, which run in large clusters in datacenters.
As a result, previous works have proposed approaches for
conserving energy across these clusters, such as consolidat-
ing workloads into a subset of servers and turning others off
[2, 3, 7, 8] and leveraging dynamic voltage and frequency
scaling [3, 4, 5].

Consolidation is particularly attractive for two reasons. First,
current resource provisioning schemes in datacenters leave
server utilizations under 50% almost all the time [5]. At
these utilizations, server energy efficiency is very low [1].
Second, current servers consume a significant amount of en-
ergy even when they are completely idle [1]. Despite its ben-
efits, services typically do not use this technique. A major
reason is the fear of slow response times during re-activation
in handling traffic spikes. Another reason is that services
want to maximize the amount of main memory available for
data caching across the server cluster, thereby avoiding disk
accesses or content re-generation.

In this abstract, we propose an approach that does not com-
pletely shutdown idle servers, keeps in-memory application
code/data untouched, and allows free memory space to be
used for cooperative application data caching. Specifically,
we propose to send servers to a new “barely-alive” power
state, instead of turning them completely off after consoli-
dation. In barely-alive state, a server’s memory can still be
accessed, even if many of its other components are turned
off. The new state does not affect the consolidation algo-
rithm, which can stay the same as before [2, 7].

To manage the memory itself, we also design a distributed
middleware that transforms the servers’ main memories into
a large cooperative cache. The main contributions of the
middleware are (1) its ability to accommodate barely-alive
servers; and (2) its ability to dynamically re-size the amount
of cache space across the cluster to the minimum required to
respect the SLA (or equivalently to achieve a desired average

hit ratio). The sizing of the cache is based on a distributed
implementation of a Stack algorithm [6]. Any memory that
is not in use by the middleware can be used by applications.

Our preliminary evaluation uses trace-driven simulation of a
server cluster running a search engine application. We model
the application using data from AOL and Ask.com. Our
results show that we can conserve up to 24% energy and 49%
power for this application. Moreover, our preliminary results
show that the middleware is capable of properly sizing the
cluster-wide cache to produce a desired cache hit ratio.

The remainder of this abstract is organized as follows. Next,
we discuss the details of the barely-alive power state. In the
following section, we present the main algorithm of the cache
manager, and after this, we conclude the abstract.

2. BARELY-ALIVE SERVERS
Services would like to conserve server energy during periods
of less-than-peak load using consolidation and server turn
off. However, servers cannot typically be turned off, since
their re-activation can produce high response times (e.g., due
to operating system reboot) during traffic spikes and their
main memories are required for data caching. Furthermore,
the servers may need to stay on for the service to achieve a
higher aggregate disk throughput.

Given these constraints, we propose the barely-alive power
state. Servers can be sent to barely-alive state, instead of
off state, after the workload is consolidated on another set
of servers. A barely-alive server allows remote access to its
main memory, even though most of its other components are
turned off to conserve energy. Because the memory contents
(including the operating system) are not affected, transition-
ing to and from barely-alive state can be very fast.

With respect to the processing of memory accesses in barely-
alive state, we envision two possible approaches. The first
leaves one of the cores active and responsible for receiv-
ing and performing accesses to the server’s main memory.
Because all accesses are performed by the host processor,
all memory addressing can be done using virtual addresses.
This approach does not require changes to current multi-core
hardware, besides the ability to turn off cores independently.

Unfortunately, as the number of cores per CPU increases
with each processor generation, it is less likely that we will
be able to manage the cores’ power states independently.
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As a result, we will not be able to leave a single core active,
increasing the energy consumption of the barely-alive state.
Thus, our second approach, the one we actually evaluate
in this paper, turns off all the cores but keeps the mem-
ory controller on (even if the controller is on chip). Remote
memory accesses occur through a very low-power embedded
processor built into the network interface. This processor
accesses memory by driving the memory controller directly,
just as in regular DMA operations involving the network in-
terface. Because the embedded processor does not understand
virtual addresses, the remote memory accesses have to spec-
ify physical addresses or be translated to physical addresses
in software. (Our middleware takes the latter approach.)

Obviously, the embedded processor has to implement some
sort of (RDMA) communication protocol to be able to re-
ceive memory access requests coming from active servers and
reply to them. As our target system is a server cluster, this
communication protocol can be lean and simple. Because
the barely-alive state is essentially independent of this pro-
tocol, we do not discuss it further.

Regardless of the exact implementation of the barely-active
state, the consolidation algorithm can be the same as before.
In other words, servers can be transitioned from active to
barely-alive state and back exactly at the same points as a
standard consolidation algorithm would turn them off and
on, respectively.

3. CLUSTER MEMORYMANAGEMENT
A key aspect of our design is the ability of the middleware to
re-size the cooperative cache. The goal is to use just enough
memory for the cache as required by the service’s SLA. In
fact, we assume that the SLA requirement can be translated
into a hit-ratio requirement. Shrinking the cache to this
minimum size can be critical in the context of consolida-
tion, since more memory can be used by other applications.
A second goal is to size all local caches uniformly, so that
we are eventually able to manage the caching of data from
multiple applications with a simple scheme. As aforemen-
tioned, our approach to sizing the cooperative cache relies
on a distributed implementation of the stack algorithm.

The stack algorithm predicts the hit-ratio of a cache hier-
archy, given its capacity, the replacement policy, and a se-
quence of memory accesses. Precisely, using a single pass
over the stream of memory accesses, it computes the hit-
ratio that would be achieved by all cache sizes. In our sys-
tem, we consider a single-level memory hierarchy, i.e. main
memory, and use LRU as the replacement policy as in [6]
(see first part of figure below).

In the cache manager implementation, each application us-
ing the middleware has its own set of stacks. Servers com-
municate at fixed time intervals (time windows), e.g. ev-
ery hour. During each round of communication, each server
broadcasts the local cache size that it would require to achieve
the desired hit ratio. With information from all nodes, each
server can compute the average of the required local cache
sizes and reconfigure its local cache to that size. The local
stack information is then reset (figure below).

The server daemon maintains the local stack information of

Figure 1: Cache manager operation

each application separately. Object fetches update the lo-
cal stack in the obvious way. Object stores are handled by
inserting new entries into the stack, whereas object invali-
dations are handled by removing entries from the stack.

4. CONCLUSION
In this paper, we sought to make consolidation and server
turn off more practical. With that in mind, we made two
main contributions. First, we proposed a new power state,
called barely-alive. When a server is in this state, its mem-
ory can still be accessed, even though the entire CPU is
turned off. Second, we proposed a middleware for cooper-
ative caching that accommodates barely-alive servers. The
middleware also dynamically re-sizes the cache, according
to a desired hit ratio, using a distributed stack algorithm.
Our preliminary results showed that our proposed caching
middleware and barely-alive power state offer promising en-
ergy savings and the mechanisms to facilitate cluster-wide
memory management for application-level caching.
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ABSTRACT

This paper proposes a new feature vector called profile based on
neighborhood profiling that captures the spatial geometry of key-
points in an image. Profile computed for each keypoint in a bag of
words representation of an image is effective for sub-image search.
Search using profiles is a single-phase process requiring no geomet-
ric validation, yields high precision on natural images, and needs a
small visual codebook. The proposed search technique differs from
traditional methods, which first generate a set of candidates dis-
regarding spatial information and then verify them geometrically.
Conventional methods also use large codebooks. We achieve a pre-
cision of 81% on a combined data set of synthetic and real natural
images for top-10 queries; that is 31% higher than the common
candidate generation approach.

1. INTRODUCTION

Community contributed image sites (e.g. Flickr.com) and stock
photo sites (e.g. Gettyimages.com) have seen an unprecedented
growth in the recent times. Search of images by example is one
of the common tasks performed on these data sets. A related task
is sub-image retrieval [4]. Repositories contain images of objects
taken under varying imaging conditions having affine, viewpoint,
and photometric differences and also varying degrees of occlusion.
Local features like SIFT [2, 3] are used in literature [4] with fair
success to measure similarity between images. Images are scanned
to detect keypoints, covariant regions are extracted around each
point, and finally a high dimensional local feature vector [2] repre-
sentation of each region is obtained [3].

(a) Query (b) Result
Figure 1: A pathological case. False match is obtained in the

top-5 results because spatial relationship is not considered.

Researchers have pursued two-phase techniques to retrieve sim-
ilar images using local descriptors. The first phase consists of can-

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Copyright 200X ACM X-XXXXX-XX-X/XX/XX ...$5.00.

didate generation disregarding spatial relationships between points
and the second phase consists of geometric verification. Candidates
are generated using two common approaches. One approach [4]
transforms each image into a bag of visual words represented as a
histogram by clustering all the feature vectors. Another approach [2]
finds top-k nearest neighbors of each keypoint feature vector of the
query image in the dataset of local feature vectors of all the im-
ages. Both approaches are made efficient by using indexing tech-
niques [1].

We present a pathological result of sub-image search performed
using the previously described first-phase methods. Figure 1(a) is
a query sub-image and Figure 1(b) is an image in the top-5 results
retrieved from the dataset. We can see that the components of the
query pattern are scattered randomly in Figure 1(b) and it is not
a meaningful match. This motivates the necessity of using spa-
tial relationships between matched points in a sub-image search.
Existing literature uses geometrical verification (Hough [2], Ran-
sack [4]) on the candidate images to find the best match or re-rank
the top-k candidates. Generating a small set of high quality can-
didates is very important for all conventional approaches to reduce
the cost of geometric verification.

In this paper, we present a new feature vector which produces
high quality results for sub-image search without geometric verifi-
cation using a single-step search and a small codebook.

2. PROFILE CREATION
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Figure 2: The profile of a point is defined by a set of histograms.

Each histogram summarizes the points in a ring. The number

of points in a ring doubles until the last ring.

In this section, we design our novel profile based feature vector.
We draw concentric circles as shown in Figure 2 around each key-
point p in an image. Each ring is represented as a histogram h of vi-
sual words of keypoints lying in it. Profile H = (h1, h2, · · · , hm)
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S. No. Query 1st 2nd 3rd 4th 5th

1

2

Figure 3: Top-5 results for 2 real queries over general image dataset using profile based search.

of a point p, where m is the number of rings, is a concatenated
list of ring histograms ordered from the center towards the outer
rings. The number of points in a ring is defined by Size(hi) =
2∗Size(hi−1). The number of points in the first ring is n0 and the
last ring contains the left over points.

Similarity between two profiles Hi and Hj , where the number
of rings in Hi is m and in Hj is n respectively, is given by

Sim(Hi, Hj) =

min(m,n)�

k=0

e
−λk ∗ Sk

Here, λ is a decaying parameter learned by evaluation. Similar-
ity between corresponding ring histograms, Sk, can be computed
using Jaccard’s Coefficient or Cosine measure. We use Jaccard’s
Coefficient. Distance between profiles is computed as a comple-
ment of the similarity. The maximum value of similarity between
two corresponding histograms is 1. Therefore, maximum similarity
between two profiles is

Simmax(Hi, Hj) =

min(m,n)�

k=0

e
−λk ∗ 1

Sub-Image Search: All the images represented as bags of words
are converted into bags of profiles. Query Q is also processed to
generate a bag of profiles. The best matching sub-image for a given
query is the region around the keypoint corresponding to the best
matching profile in the dataset. If Q has m profiles and N is the
total number of profiles in the dataset then the best matching sub-
image is the region around ith profile where i is obtained by.

argi max
j≤m

�
max
i≤N

Sim(Hqj , Hi)

�

3. EVALUATION

We downloaded natural images from Flickr. Our dataset has
1000 images (800-natural and 200-synthetic). We used a total of
52 queries (35-natural and 17-synthetic). We created bag of word
srepresentation from the SIFT feature vectors by picking 500 ran-
dom centers using k-means clustering. For creating profiles, we
chose n0=50 points in the first ring. We used λ=1/3 as decaying
parameter for aggregation.
Precision Test: We computed precision of top-k results obtained
using our approach and compared it against the precision of the
top-k candidates retrieved by conventional methods which do not
take spatial relationships into account. We used Cosine, L1, and
Jaccard’s Coefficient as measure for conventional methods. We
considered both the schemes of standard tf-idf weighting and with-
out tf-idf weighting for candidate generation approach. We do not
consider tf-idf weighting for our profile based approach. Figure 4
and Figure 5 show the comparative precision of various methods

for the non-weighted and the weighted cases, respectively. We find
that our approach yields 81% precision rate which is 31% better
than the best technique for top-10 results in both the schemes. We
also experimented with varying λ and achieved 20% better preci-
sion for λ ≤ 1. We also experimented by weighting the symbols
with the area of covariant regions but achieved less precision.
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Figure 4: Comparison of conventional methods, using different

distance measures without tf-idf weighting, with profile based

approach.
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Figure 5: Comparison of conventional methods, using differ-

ent distance measures and tf-idf weighting, with profile based

approach.

Visual Results: We present top-5 visual results for 2 real queries
from our search. Our profile based approach retrieves high quality
results irrespective of varieties of noise present in the dataset. We
outline the matching sub-region in a result image with red box.
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ABSTRACT

We consider the problem of general private queries on public data
in single client server interactions, where a client executes queries
on the server but does not want to reveal the query to the server. We
propose a generalized private querying protocol called Bounding-

Box PIR (bbPIR) which is practical and can be applied in large scale
information services while permitting clients to specify the privacy
level and private service charge budget they desire.

1. INTRODUCTION

We consider the problem of private querying on public data,
in which a client executes queries on the data of a public server
with its private data as the filtering condition, while not revealing
to the server the exact values of the private data in the query. A
general and promising use is in personalized search and recom-
mendation subscriptions through big internet information service
providers such as Google, Yahoo and Microsoft Bing. Users need
these public services in their daily lives. However, users are con-
cerned that their private profile data or their personal tastes might
be disclosed or compromised through analysis or inferences.

In such applications, the server owns a huge amount of data
which can be of interests to different clients, while a client has a
small amount of private data that she may use for information re-
trieval. To apply private querying on public data in the general ser-
vice scenarios, we have the following desiderata for a private query-
ing solution: First, it should be practical, meaning that the solution
should minimize the communication overhead between clients and
the server per public data item requested and the computation over-
head, especially for the server to support more clients. According to
this desiderata, the solutions that transfer all public data to the client
are infeasible. Second, for business profits, the solution should en-
able the server to charge the client based on the size of information
exposed to the client. Note that this amount could be larger than the
size of the real answer to the query, because the query is blurred to
protect the privacy of the client. The client should be able to specify
flexible privacy and a charge budget as she needs.

Unfortunately, few studies have addressed the general problem
of private querying on public data in single server settings, and
even fewer can be adapted to satisfy the above desiderata. The two
closest studies are k-Anonymity [3] and Computational Private In-

formation Retrieval (cPIR) [1]. k-Anonymity generalizes data val-
ues into ranges or partitions such that each value is indistinguish-
able among at least k values in one range or partition. However,
k-Anonymity may breach privacy, if an anonymized range or par-
tition is too small, where the private value is too similar to other
values. Computational Private Information Retrieval (cPIR) [1] re-
trieves a bit from a public bit string without revealing to the server
the position of the desired bit. It achieves computationally com-

plete privacy by using expensive operations over the entire public
data. Because of the expensive computation cost, even the cPIR
technique with the least expensive operation, modular multiplica-
tion [1], is criticized as up to orders of magnitude less efficient than
simply transferring the entire data from the server to the client [2].

To achieve the above mentioned desiderata, we propose a gener-
alized approach called Bounding-Box PIR (bbPIR) that unifies both
k-Anonymity and cPIR based private querying approaches. bbPIR
is based on cPIR to achieve better privacy than k-Anonymity, and
at the same time relax the complete privacy of cPIR for server per-
formance gain.

2. BACKGROUND ON CPIR

cPIR relies on the computational intractability of the Quadratic

Residuosity problem. Let N be a natural number, and Z∗
N =

{x|1 ≤ x ≤ N, gcd(N, x) = 1}. x is a quadratic residue

(QR) mod N if ∃ y ∈ Z∗
N s.t. y2 = x mod N . Otherwise, x is

a quadratic nonresidue (QNR) mod N . The problem is consid-
ered computationally most difficult if N = p1p2, where p1 and p2

are two large distinct primes with equal number of bits, m/2. Let
Z+1

N = {y ∈ Z∗
N |( y

N ) = 1}. The Quadratic Residuosity Assump-

tion (QRA) says that for y ∈ Z+1
N , without knowing p1 and p2

in advance, the probability of distinguishing y between a QR and
a QNR is negligible for large enough number of bits m [1]. The
problem is much easier if p1 and p2 are known.

cPIR [1] utilizes the computational difference in determining
whether a number is QR or QNR if p1 and p2 are known or not.
Let n be the total number of public data items (bits in this case).
The public data is organized into an s × t matrix M (choose s = t
=
√

n). Let (e, g) be the two dimensional address of the bit entry
queried by the client. The cPIR protocol is as follows:

1. Initially, the client sends to the server an m-bit number N which is the product
of two random m/2-bit primes p1 and p2.

2. The client generates a vector of t m-bit random numbers in Z+1
N , y =

[y1, ..., yt], s.t. yg is a QNR and all other yi (i �= g) are QR. It sends
the vector y to the server.

3. The server computes for each row i of M a modular product zi = Πt
j=1wi,j ,

where wi,j = y2
j if Mi,j = 0, and wi,j = yj if Mi,j = 1.

4. The server sends to the client z1, ..., zs.
5. The client determines that Me,g = 0 if ze is QR, and Me,g = 1 if ze is QNR.

Fig. 1 illustrates a simple example of how to use cPIR to retrieve
a bit at M2,3. The server can not figure out if a yi or zi is QR or
QNR, because the server does not know p1 and p2, but the client
can. Since all zi are available to the client, the client can get all
Mi,g (1 ≤ i ≤ s) bits in column g, and hence the public data in all
rows, s, are exposed to the client.

3. DATA MODEL

Assume the public data is stored in an s×t matrix M , where each
entry is a b-bit data item. Each public data item x has a numeric
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Figure 1: cPIR Example

key KA which identifies the address of x in M . Sorting the public
data by KA in ascending order, the public data items are put in M ,
columnwise from the leftmost column to the rightmost column.

The client specifies her privacy requirement and charge budget
as (ρ, µ), where ρ is the highest allowed probability that the server
can identify a requested item (e.g. ρ = 1/k in k-Anonymity), and
µ is the charge limit for one item (the upper bound of the number
of items retrieved for one requested item). We keep track of four
important metrics: (1) Communication Cost Ccomm, the cost of
communication between the client and the server in terms of the
number of bits. (2) Computation Cost Ccomp, server computation
cost in terms of the number of involved public data bits. (3) Pri-

vacy Breach Probability Pbrh, the probability that the server can
figure out a requested item. (4) Server Charge Csrv , the number of
interpretable public data items retrieved from the server.

4. BOUNDING-BOX PIR

The basic idea of Bounding-Box PIR (bbPIR) is to use a bound-
ing box BB (an r×c sub-matrix on M ) as the blurred range around
the item x requested by the client, and then apply cPIR on the
bounding box. bbPIR will find an appropriately sized bounding
box that satisfies the privacy request ρ for each retrieved item, and
achieves overall good performance in terms of Communication and
Computation Costs without exceeding the Server Charge budget µ
for each retrieved item.

Since bbPIR operates on an r× c sub-matrix of M instead of the
entire matrix M as in cPIR, its client query y is a vector of c m-bit
numbers, its server answer z are vectors of r m-bit numbers, and
m-bit modular multiplication is applied on all the b-bit data items
in the sub-matrix. Therefore, Ccomm(bbPIR) is related to mc and
mr. Ccomp(bbPIR) is proportional to the area of the bounding box
mbrc. Pbrh(bbPIR) is related to 1/(rc). Csrv(bbPIR) is related to
r.

We focus on a simple selection query that retrieves a public data
item that matches a private key provided by client. Let us as-
sume the client knows the exact address of the requested item,
(e, g). Here two constraints from the client’s requirement are Pri-
vacy Breach Probability Pbrh ≤ ρ, and Charge Csrv = r ≤ µ.
Choose BB to be the minimum bounding box that is sufficient
to satisfy the privacy breach limit ρ. So its area |BB| = rc =
�1/ρ�, and the minimum Computation Cost is Ccomp = mbrc =
mb�1/ρ�. Then the goal is to minimize the Communication Cost
Ccomm = mc + mbr without exceeding the charge limit µ, which
is equivalent to minimizing c + br. The protocol for private query-
ing on one item, denoted as bbPIR-1item, is described as follows:

1. Initially, the client sends to the server the size of the bounding box BB with
area �1/ρ�. The number of rows r and the number of columns s in the
corresponding sub-matrix to BB are decided as follows:
If µ ≥ �

�
1/(ρb) �, set r = �

�
1/(ρb) �, c = �

�
b/ρ �

Otherwise, set r = min(µ, s), c = min(�1/(ρr)�, t)
2. To retrieve entry (e, g) in M , the client first locates the coordinates of BB

on M with the above defined dimensions r, c, s.t. (e, g) is as near to the

Figure 2: bbPIR Example: b=1

center of BB as possible, and BB is within the address space of M .
3. Then, the client generates a vector of c m-bit random numbers in Z+1

N , y =
[y1, ..., yc], s.t. yg is QNR and all other yi (i �= g) are QR. It sends the
coordinates of BB and vector y to the server.

4. The server computes for each row i of the sub-matrix BB a modular product
zi = Πc

j=1wi,j , where wi,j = y2
j if Mi,j = 0, and wi,j = yj if Mi,j

= 1.
5. The server sends to the client z1, ..., zr .
6. The client determines that Me,g = 0 if ze is QR, and Me,g = 1 if ze is QNR.
7. Repeat step 4-6 to obtain the remaining b − 1 bits of the requested item in

(e, g).
Fig. 2 shows the same example as in Fig. 1 but uses bbPIR. The gen-
eral comparisons among k-Anonymity, cPIR and bbPIR in one item
private retrieval are shown in Table 1. Compared to k-Anonymity,
bbPIR is able to achieve better privacy for the same charge or a
lower charge for the same privacy. The bounding box does not
only include the item values that are close to the query item, but
also includes item values that are not close to the query item. Com-
pared to cPIR, generally if ρ < 1/n, rc < n, c + r < 2

√
n, the

communication cost, computation cost and charge of bbPIR are all
lower than those of cPIR. At one extreme, bbPIR degenerates into
k-Anonymity if the bounding box is a column of items with close
values. At the other extreme, bbPIR becomes cPIR if the bounding
box is the entire matrix.

Table 1: Comparisons on One Item Private Retrieval

Method k-Anonymity cPIR bbPIR
Ccomm 2bk m

√
n + mb

√
n mc + mbr

Ccomp bk mbn mbrc
Pbrh 1/k 1/n 1/(rc)
Csrv k

√
n r

5. CONCLUSION AND FUTURE WORK

In this paper, we propose a flexible and generalized approach for
private querying on public data called Bounding-Box PIR (bbPIR).
This is the first paper, to our knowledge, that incorporates the real-
istic assumption of charging clients for exposed data.

For the future work, we consider removing the assumption that
clients know the exact addresses of requested items and completely
achieve querying by key. We also consider other types of private
queries, such as private join of public and private data.
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ABSTRACT
Discovering influential researchers related to a topic is cru-
cial for fast access to knowledge and enhanced collaboration.
We present an on-line expert ranking system that empha-
sizes collaborations. It enables finding central researchers
ranked by the betweenness centrality measure on a collabo-
ration graph induced by a query topic. We achieve scalabil-
ity through sparse data structures, efficient heuristics and
multithreaded programming.

1. INTRODUCTION
We propose the problem of collaboration-aware expert

search in a corpus of academic publications. The user sup-
plies an intuitive description of a topic of interest and is
presented with a ranked list of expert authors. An intuitive
approach to this problem is to represent every author by a
bag of terms, based solely on her papers, and perform a tra-
ditional information retrieval search. This approach would
favor authors of multiple papers who are not guaranteed to
be good collaborators and might not always be the experts
in the field. Furthermore, if the user is interested in in-
terdisciplinary topics, an author that ”bridges” disciplines
by diverse collaborations is a natural search result. To cap-
ture the notion of central collaborators, we compute a graph
centrality measure for the authors in the collaboration graph
compiled from the corpus. We propose ranking the authors
in a query-weighted collaboration graph over the entire cor-
pus using graph centrality metrics.

2. METHODS
In contemporary science there exists a flow of informa-

tion among different scientific fields and among domains of
a field. In many interdisciplinary areas there is no clear
and intuitive way to categorize a paper in one specific do-
main. At the same time there is plurality of how scientific
readers structure the space of scientific domains. Therefore,
imposing a hard categorization in order to define a field of
expertise is not desirable for a search engine in a scientific do-
main. We model authors’ relationships based on papers they
have co-authored. We weigh connections (papers) by their
relevance to the query. In our first approach, queries and
documents are probabilistically associated to latent seman-
tic topics and we analyze the corpus using Latent Dirichlet
Allocation (LDA). In our second approach, we use terms in
the paper titles as representative features.

Since a publication may have multiple authors, the corpus
naturally corresponds to a hypergraph H(A, D) in which ev-

ery author is a node and every paper is a hyper-edge connect-
ing a set of authors. Our goal is to measure how “central” a
given author is. Standard measures of centrality have been
defined in the context of graphs. Hence we define a mapping
from our collaboration hypergraph to a collaboration graph
by replacing each hyperedge with binary edges among all co-
authors. We call this mapping collapsing the collaboration
hypergraph into a graph.

Both of our approaches use the betweenness centrality (BC)
metric for ranking authors. The betweenness centrality of
a vertex captures the ratio of the number of shortest paths
that pass through a vertex to the total number of shortest
paths in the graph. This is formalized below where σst de-
notes the number of shortest paths from s to t, and σst(v)
is the number of such paths passing through vertex v.

BC(v) =
X

s !=v !=t∈V

σst(v)
σst

(1)

We compute betweenness centrality using Brandes’ [2] al-
gorithm. It computes single source shortest paths from each
node in the network and increases the respective BC score
for nodes on a shortest path. The algorithm requires O(nm)
time for unweighted graphs and O(nm + n2 log n) time for
weighted graphs, where n is the number of nodes and m is
the number of edges in the graph.

The size of the collaboration graphs is prohibitive, so we
resort to efficient approximations such as Sampling of ini-
tial nodes and Early Termination. An unbiased estimator
of the betweenness centrality score has been proposed based
on sampling nodes [1] from which to compute single source
shortest paths. In early termination, instead of complet-
ing the single source shortest paths to all nodes from a se-
lected source node we terminate after a certain path length
is reached or after a certain number of nodes have been
explored. The above approximations allow for significant
speedup and incur small drop in precision.

Figure 1: Overview of the LDA-based approach

21



An overview of the components of our LDA-based ap-
proach is presented in Figure 1. Feature vectors for all doc-
uments in the corpus are precomputed in an offline man-
ner (phase 1 in the Figure). Given a query and documents
feature vectors we compute the query specific weighted hy-
pergraph in phase 2. In phase 3 we collapse Hq(A, E) to a
graph and compute the centrality measure. Phase 4 ranks
and reports the top k authors.

In our second model, both documents and queries are
modeled as bags of terms and the score of a document given
a query is defined as:

Sq(d) =
X

t∈q

cd(t)/freq(t), (2)

where cd(t) is an indicator variable that equals 1 if term t is
contained in document d and 0 otherwise and freq(t) is the
frequency of the term in the corpus. We add the normal-
ization by term frequency as we expect that all query terms
in a multi-term query are equally important to the user.
Without the normalization the centrality will always favor
the central authors related to more frequent terms in the
query. We build an inverted index on all terms to fasciliate
scalable collapsing at query time.

The scores on author-to-author links are computed as the
sum of all scores for co-authored documents. Since the BC
algorithm works with distances between nodes, we convert
the scores to distance using a 1/score mapping. Other func-
tions can also be applied.

We use the titles, authors and venues DBLP dataset as a
corpus for experimentation. It contains over 1.4 million pub-
lications and more than 700 thousand authors. We imple-
ment our method in Cilk++ (parallel multicore extension of
C++) and experiment on a 16 core, 2.2Ghz Opteron, 64GB
RAM system.

3. EXPERIMENTAL RESULTS
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Figure 2: Speedup of our BC implementation

As Figure 2 shows, actual speedup is highly dependent on
the input graph. In this experiment, the 16k node graph is
an unweighted torus (4-regular graph). The 2k node graph
is a gene expression graph with similar edge distribution to
our collaboration graph, and the 700k node graph is a single
LDA topic, sampled at 0.03%.

The search query determines the density of the search
graph. We have identified several broadly worded queries
which take on the order of a minute to compute the exact

betweenness centrality. Since that is too long for an on-
line system, we set a hard time limit on the BC calculation.
This early stop approach is effectively sampling a subset of
the nodes with the sample size adaptively determined by
the length of the computation. The nodes are randomly
permuted before BC is started so that no matter when the
computation stops a random distribution of samples is con-
sidered.
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Figure 3 shows the accuracy of sampling for a set of queries
and varying time limits. Accuracy is calculated as the per-
centage of correctly identified top 20 authors when restrict-
ing the total query evaluation time.

We also explore the effect of sampling the full 700k node
graph. Figure 4 shows that sampling just 0.03% (about 210
nodes) can yield satisfactory accuracy. Note that the gold
standard is not the full graph but a 1% sample due to the
computational complexity involved.

 0

 0.2

 0.4

 0.6

 0.8

 1

 0.0002  0.0004  0.0006  0.0008  0.001

Ac
cu

ra
cy

Sample Fraction

k=10
k=30

k=100

Figure 4: Sampling accuracy on 700k node, 2.5M
edge LDA topic graph

4. CONCLUSION
We formulate the novel problem of searching central au-

thors in a collaboration corpus. We compute a centrality
measure on a query-centric collaboration graph in an online
fashion using efficient and accurate heuristics.
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ABSTRACT
Gaining intuition about the behavior of quantum random walks
over complex graphs is difficult without the aid of computerized vi-
sualization techniques. Here, we discuss ongoing work on a scheme
for interactive visualization of quantum random walks.

1. MOTIVATION
Quantum random walks are an extension of classical random walks
to the quantum realm. Because of promising results about the
power of algorithms based on quantum random walks ([3], [4]),
gaining an intuitive understanding of the behavior of quantum ran-
dom walks may lead to the development of new results in quantum
information science. Barriers to gaining such an intuitive under-
standing of quantum random walks are the multi-dimension na-
ture of quantum state data as well as the complex topologies of
the graphs involved in the walks.

In this work, we discuss ongoing work on the design of a visual-
ization system for interactively exploring the behavior of quantum
random walks. We hope that easy access to such a system will help
accelerate the development of results in this field.

2. QUANTUM RANDOM WALKS
This section provides an overview of the basic theory of quantum
random walks, based off of the summary in [1].

Consider a graph G whose vertices correspond to a set of N con-
secutive integers j ∈ Z and whose vertices have maximum connec-
tivity d. Corresponding to each of these vertices is a basis vector
of a position space Hp. To create a random walk, we start at an ini-
tial probability/amplitude distribution over the nodes of the graph
and then proceed to randomly move to one of its neighbors in the
graph. In essence, we are "flipping" a multidimensional coin at ev-
ery timestep of the walk. Mathematically, we can use the notion of
a "coin space" Hc to help us create an operator-based formalism for
the random walk. We will augment the position space Hp with this
space to attain the Hilbert space Hc⊗Hc. Vectors in this space can
then be used to store the state of the random walk at a timestep.

The process of modeling a random walk can be condensed into
three steps: initial state preparation, flipping a coin and shifting
amplitudes, and finally determining probabilities associated with
each node. Repeating the second step yields the random walk over
multiple timesteps.

1. Initial State Preparation We start with a vector x ∈ Hc ⊗Hp

that encodes the initial probability distribution of the location of a
particle.

2. Coin Flip and Shift: To "move" our particle, we first apply a
coin operator C to all the states associated with each vertex (which
changes the amplitude distribution associated with each node) and
then a shift operator S to shift the amplitudes across vertices.

Depending upon the requirements for our quantum walk, we can
define an arbitrary unitary d-dimensional operator as our coin oper-
ator. There are also techniques for using coin operators with graphs
with non-constant vertex connectivity. If we want to utilize a sin-
gle coin operator of dimension d, we can add d−m self loops to all
vertices who who have degree m < d. Otherwise, it is also possible
to use different coin operators for different vertices.

To define the shift operator on a graph with d-regularity, we will
use the following notation, as described in [1]. Every vertex v in
the graph has d edges, so we can label each of its edges with a value
j ∈ 1...d. An edge e

j
v from vertex v to vertex w of the graph is the

edge which is labeled j on v’s end.

We can now define shift operator as the operator that moves a par-
ticle from node v to node w if an edge e

j
v exists from v to w. If we

say that the state corresponding to an outgoing edge j from a vertex
v is | j�⊗ |v�, then the shift operator can be summarized as follows:

S [| j�⊗ |v�] =
�

| j�⊗ |w� i f e
j
v exists

0 otherwise
(1)

3. Probability Determination To determine the probability of be-
ing in a state j after we have modified the state vector, we sum the
probabilities corresponding to each vector corresponding to each
node.

3. VISUALIZATION REQUIREMENTS
Vertex Visualization Our most basic visualization requirement is
to display of the vertices of the graph in its original topology along
with the probabilities (and possibly the actual coefficients of the
state vector) associated with each vertex. Depending on what the
user is more comfortable with, this visualization can be a projection
of a three-dimensional arrangement of the vertices.

Programmability When analyzing and attempting to prove results
about quantum random walks, we are interested in understanding
how the state of the quantum system changes after the application
of different types of coin operators. This is useful for the study of
algorithms that make use of a coin oracle ([5]), which can apply
different coin operators to a state depending on whether a vertex is
marked or not. Adding the capability to execute an arbitrary script
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between every step of the simulation would facilitate this and other
operations.

Collaboration If the visualization runs on a server, it is possible
for one researcher to set the visualization into a certain state and
add useful information (such as annotations). This in turn would
make it possible for another researcher to easily view the results of
the simulation.

4. PRELIMINARY RESULTS
Our work is currently in a very early stage. We have implemented
a Flash applet which can simulate a classical or quantum random
walk given files for an arbitrary graph structure, a coin operator,
and an initial state vector. The applet injects appropriate self-loops
into the graph to ensure that every vertex has uniform connectivity
and performs the simulation using the same coin operator for all
vertices in the graph. It can then display the output of the simula-
tion as a string of text, a 2-dimensional plot, and as a set of colored
nodes (where the color of the node corresponds to the probability
of being at it at a certain timestep).

Figure 1 a) shows a screenshot of the applet after running a two
steps of the walk over an 11-vertex circle graph (which is presented
as an example in [1]), where there are edges between every pair of
consecutive vertices. The user has the ability to drag reposition the
nodes in the graph in order to better understand how the evolution
is occurring. Figure 1 b) and c) show screenshots of the the plot
output of the applet for a classical and quantum random walks (over
the same 11-element graph after three timesteps), respectively. The
initial state vector in this simulation was the state |1�⊗ |6�, and coin
operators for each of these walks were the following (the classical
operator uniformly maps the probabilities in the coin space, while
the quantum coin is a single-qubit Hadmard gate) :

CClassical =
1
2

�
1 1
1 1

�
, CQuantum =

1√
2

�
1 1
1 −1

�
(2)

5. CONCLUSIONS AND FURTHER WORK
We have developed a simple system for visualizing quantum ran-
dom walks. First, we plan to iteratively evaluate our system by
attempting to use it to prove existing theorems about quantum ran-
dom walks and running user studies. The results from these evalu-
ations will be crucial in setting the direction of our design.

We also would like to extend this preliminary system to better meet
the visualization requirements in Section 3. It may be useful add a
server side (implemented using a cloud computing technology such
as the Google App Engine [6]) component that can store the state of
a random walk at a certain state. This will make it possible to im-
plement multiple client-side engines for performing the quantum
random walks. Of particular interest is an OpenGL-based appli-
cation that would facilitate the high-speed visualization of three-
dimensional complex graphs in real-time. In such an application,
we can utilize a GPU with a compute driver to simulate the quan-
tum random walk in a high-speed graphics memory buffer and then
directly draw the data from this buffer using a graphics driver. Ad-
ditionally, developing the native application makes it easier to add
features that execute an arbitrary script on the state vector at certain
timesteps in the simulation.
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1. INTRODUCTION

In recent years, there has been a lot of research on visual
tracking at interactive framerates. The two most prevalent
applications of visual tracking are visual navigation (“visual
odometry”, e.g. on NASA’s Mars Exploration Rovers [1])
and augmented reality, where the user perceives live images
from the real world plus computer generated elements “at-
tached” to real world objects or locations [4]. In almost all
cases, visual tracking is feature-based, i.e. first detects, de-
scribes and then matches local visual features. A variety of
algorithms for these steps have been proposed and used in
tracking systems, leading to an increased need for indepen-
dent comparisons. Existing comparisons however focus on
applications such as object recognition and image retrieval
(where feature detectors and descriptors play a crucial role
as well) and are of limited validity for visual tracking.

Our evaluations —in part published as technical report [2],
as well as submitted to this year’s ISMAR [3]—are novel
in that they are specifically geared towards real-time vi-
sual tracking. In particular, we use video streams with sev-
eral thousand frames naturally affected by noise and mo-
tion blur. Moreover, we evaluated the impact of several
dozen algorithm parameters for both detectors and descrip-
tors (going beyond most published work), and presented re-
sults for both stages individually as well as for any detector-
descriptor combination. For this purpose, we also describe
a semi-automatic method to obtain ground truth for video
streams.

2. VISUAL TRACKING

Over the last years, many visual tracking systems have been
proposed. They differ in motivation, aim, implementation
and algorithms that are used. However, they can generally
be broken down into similar main components and largely
follow a structure as depicted in Figure. 1.

With a new frame captured from the video source, an inter-
est point detector is applied to detect candidate points for
tracking. For each of the candidates, a feature descriptor
is computed. This descriptor is then sought to match with
the descriptors of previously (e.g., in the last frame) encoun-
tered features1. Generally, the number of feature matches
is much greater than the degrees of freedom that have to
be estimated. Thus, the system is highly overdetermined,

1usually, the search is constrained to those of the known
features that are predicted to lie close to the encountered
position.

Figure 1: Generic structure of a visual tracking system.

which allows for the removal of outliers before the pose is
estimated. Here, the pose could be either the pose of an ob-
ject of interest or the position and orientation of the camera.

3. EVALUATION SETUP

3.1 Ground truth

To evaluate the algorithms’ performance on images taken
with a moving camera, ground truth information is needed,
specifying which point xj in frame j corresponds to point
xi in frame i. For general 3D scenes, this is very difficult to
obtain without a 3D model of the scene. Therefore, most ex-
isting evaluations use planar or near-to-planar scenes, where
xi and xj are related by a homography Hij(q) ∈ �3x3:

xj = Hij(q) · xi (1)

(with xi/j in homogeneous coordinates: xi = (x, y, 1)T ). Ex-
isting methods to solve for Hij are not feasible for arbitrary
camera motions, hence we designed a semi-automatic algo-
rithm based on detection of small markers, adaptive color
models, template matching and image alignment techniques
(see [2] for details). An example of the result is shown in
Figure. 2.

3.2 Testbed

Our testbed consists of 30 different video streams with 3000
frames total, showing five different planar textures in six
different motion patterns each, all recorded with a resolu-
tion of 640x480 pixels. The textures were chosen to encom-
pass features with different levels of contrast and repetitive-
ness of features. The motion patterns encompassed trans-
lation, rotation (both in-plane and out-of-plane), zooming,
motion blur, as well as free camera movement. The cam-
era movement is reconstructed with the method outlined in
Section 3.1.
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Figure 3: Exemplary results. (a) Repeatability vs. time: Repeatability (the probability that a given feature can be re-detected in the

next frame) is the most important performance measure for detectors. The graph shows that the computationally more expensive

detectors perform better on smooth motion, but the differences in computation time are significant (empty markers: image size 640x480,

filled markers: 320x240). (b) Evaluation of parameters of the SIFT descriptor. The default settings are 4x4 regions and 8 bins per

window, resulting in a descriptor vector of length 128, but it turns out that the length may be reduced significantly without decreasing

performance. (c) Matching precision for different descriptors under in-plane rotation. Here, SIFT and SURF clearly outperform a

simple image patch description due to the built-in orientation estimation (“patch+” is image patch combined with SURF’s orientation

estimation). However, in the more frequent case of out-of-plane rotation (d), the performance of all descriptors decreases quickly.

Figure 2: Solving for Hij : source image (left), intermediate step

illustrating color model and template matching (middle), image

warped into canonical “ground truth” frame, defining Hij .

The algorithms’ performance was measured between consec-
utive frames, simulating continuous tracking during smooth
motion, as well as between randomly chosen frames of a
sequence, simulating tracking recovery after failure or re-
visiting a previously mapped scene. Therefore, every algo-
rithm was evaluated for about 30,000 frame pairs.

4. RESULTS AND CONCLUSIONS

Given the multitude of conditions and algorithms we evalu-
ated, full presentation of our results requires several dozen
graphs. Also, as different applications may have different
needs in terms of processing power, framerate, supported
motions, re-usability of features etc., it is rather difficult
to break the results down to a single conclusion or recom-
mendation. We present a few examples in Figure. 3, the
interested reader is referred to [2, 3] for further results.

Our results are useful in a number of ways: firstly, they
show which claims about the algorithms can be confirmed in
practice and which ones cannot, in particular for the image
quality available in real-time tracking. They provide quanti-
tative support for the decision of which detector/descriptor
to choose for designing new tracking applications, what level

of performance may be expected, and how to change pa-
rameters or algorithms if performance and/or speed have to
be improved for existing applications. Furthermore, the in-
sights gained may stimulate ideas of how existing algorithms
can be improved or combined (at algorithm level or at sys-
tems level) in order to increase their performance, and which
avenues are promising for more research.

5. ONGOING AND FUTURE WORK

Ongoing and future work includes extension of the eval-
uation to other algorithms, most notably recent machine-
learning approaches that do not follow the “descriptor vec-
tor” paradigm. We are also investigating in how far our re-
sults support the development of a new detector/descriptor
designed especially for visual tracking.
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1. INTRODUCTION
Determining the experts for a given research area is useful
for spurring collaboration, evaluating credentials of authors,
and general information retrieval. As the definition of exper-
tise can be subjective, many different factors can contribute,
each having a different importance to the searcher. We set
out to create a system that given a user-configurable search
query, returns a list of experts using multiple criteria of ex-
pertise. Our data is based on the the DBLP dataset [4]
which contains over a million entries for computer science
journals and publications.

Our metrics of expertise consist of publication history, co-
authorship relationships, and conference participation. Pre-
vious work in this topic such as FacetedDBLP [3] and Com-
pleteSearch [2] take into account publication history and
have strong keyword analysis but ignore inter-author rela-
tionships. Our work extends on previous methods by us-
ing an author’s position within the social graph to measure
expertise, as well as their participation in conferences. Ad-
ditionally, our approach takes into account the publication
title, contents, and authorship, extending on previous meth-
ods which only use titles.

Our search engine returns a ranked list of experts given se-
mantic keywords. These rankings (described below) are de-
rived by extracting and ranking keywords from each publi-
cation based on their relevance. The extracted publication
keywords and relevance scores are then attributed to specific
authors taking into account their contribution (authorship)
to the publication (first author, second author, et cetera).
Combining these relevance scores with the conference par-
ticipation scores and co-author relationship scores yields a
ranked list of experts in a given field.

2. RANKING ALGORITHM
The goal of our algorithm is to produce rows of author score
tuples, with an author a’s final score as represented as:

as = Wp ∗ scorep(a) + Wc ∗ scorec(a) + Wr ∗ scorer(a)

With p, c, and r being publications, conferences, and co-
author relationships, respectively. By default, Wp = 1.0,
Wc = 0.1, and Wr = 0.1, although future work will deter-
mine these weights using a machine learning approach (3).

We define an author as a set of publications and relationships
with other publications. A keyword is defined as a number
of terms that embodies an atomic semantic meaning.

2.1 Publications
Given the definition of an author, we extend that definition
to the publications of which said author is comprised: a
publication p can be defined as a collection of keywords k0

to kn appearing in its title and body.

After parsing the keywords for each publication we build
two indexes using Apache’s Lucene, each for the publica-
tion titles and bodies. This allows us to take advantage
of Lucene’s built-in scoring method [1] to rank publications
based on their keyword content. Lucene uses a Vector Space
and Boolean model to rank its results, comparing the key-
words of one publication against those of the others while
limiting those publications that need to be scored in the first
place.

After generating each publication score from a given user
query, each author a is attributed their respective score s
with n as the total number of relevant publications:

scorep(a) =
Pn

i=0
scoretitle(pi)+scorebody(pi)

authorship(a,pi)

2.2 Conference Participation
Intuitively, a conference can be thought of as meeting of ex-
perts on a particular topic. With this in mind it follows
that the topics discussed in the conference are related to
participants’ areas of expertise. Therefore, to capture this
relationship we define a conference as an aggregation of the
keywords from each publication in said conference. Partici-
pation in a conference is defined as authoring a publication
that appears in the conference’s proceedings.

To calculate conference participation scores, we calculate
each keyword’s score and propagate it to every author us-
ing Lucene. Because a conference is comprised of such a
vast quantity of keywords, we must use a separate index of
conferences in order to not interfere with the regular publi-
cation scoring. Using the generated list of conference score
pairs from Lucene, we propagate said conference scores for
a conference c to every participating author a. With n as
the number of conferences:

scorec(a) =
Pn

i=0 score(ci) if a ∈ participants(c)

2.3 Co-author Relationships
Our approach is unique in that it takes into account the
relationships between authors. After every author has a
score for his or her own publications, we attribute each of
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those scores to those with whom they have collaborated,
limited to one edge in the graph. Our rationale is based
on the assumption that authors who collaborate frequently
may share similar expertise.

A co-authorship score must first satisfy the following two
constraints: First, the author who is receiving a score must
not be an author of the publication from which they are re-
ceiving it. That is to say, an author a receives a score from
all of a co-author b’s other publications (which a did not
write), because a has already received a score from those
which he did write. Second, both publications must share a
common keyword. More formally, we define this constraint
as: Given Ap as the set of authors in a publication p and Kp

as the set of keywords in p, we define a co-author relation-
ship as an author a0 who has written a publication p0 with
another author a1, who has in turn written a publication p1

that satisfies:

1. a0 /∈ Ap1

2. ∃k ∈ Kp1 : k ∈ Kp0

Given this constraint, an author’s co-authorship score is de-
fined below. n is the amount of publications authored by a.
m is the amount of co-authors in pi.

scorer(a) =
Pn

i=0

Pm
j=0 scorep(co-authors(pi)j)

The score attribution happens for every publication a and
b have authored together, so if a and b share five publica-
tions they will receive each other’s scores five times. This
is designed to favor authors who have collaborated multi-
ple times, although future work will include a decay of the
scores attributed after the 0th time. Note that co-authorship
scores, like all scores, are weighted (mentioned under section
2.0) and thus an author will naturally not be receiving 100%
of their co-author’s publications.

3. EVALUATION
Our initial results presented here have limited evaluation,
however current work has been focusing on extensive evalu-
ation methods. We have developed an initial set of ground
truths for certain queries—lists that represent what the cor-
rect ordering should be—using only standard publication
scoring (2.1) along with Google Scholar citation information
and user feedback. We train our complete method using a
machine learning algorithm in order to evaluate both the ac-
curacy of our results and the effectiveness of the individual
components of our scoring (co-authorships and conferences,
specifically). Additionally, future work will include addi-
tional comparisons against other DBLP search engines with
improved comparison metrics.

4. RESULTS
We have tested our search engine on a variety of keywords,
with each query returning in less than 3 seconds. These
results only include publication titles, however future work
will include the body as well. Figure 1 shows the results from
a simple query, “data mining”. With an execution time of
1.01 seconds on a standard Intel Core 2 machine, it returned
37328 results ranked descending by score.

Philip S. Yu 271.52972

Jiawei Han 270.81747

Jian Pei 192.77605

Wei Wang 146.00188

Xifeng Yan 136.97417

Charu C. Aggarwal 132.48347

Haixun Wang 119.50347

Jiong Yang 95.02448

Srinivasan Parthasarathy 85.68769

Jianyong Wang 85.00365

Figure 1: Top ten results of the query “data mining”

Jiawei Han 146

Philip S. Yu 130

Shusaku Tsumoto 82

Christos Faloutsos 79

Wei Wang 68

Hans-Peter Kriegel 65

Eamonn J. Keogh 63

Srinivasan Parthasarathy 63

Mohammed Javeed Zaki 61

Xindong Wu 60

Figure 2: Top ten results from FacetedDBLP

Compared with the top ten results from FacetedDBLP (Fig-
ure 2) and CompleteSearch for the same query, our results
prove quite similar, with 50% being shared between at least
one. Additionally, with just publication data, our algo-
rithm ranks Jaiwei Han and Philip S. Yu first and second,
respectively—the same as FacetedDBLP. However, when add-
ing conference and co-authorship data (unlike FacetedDBLP),
we see this order changing.

Unfortunately our results do suffer from some of the same
problems that other search engines face with transliterated
names [5] (such as Wei Wang, who indeed shows up in our
top ten results), however future work could involve using
a similarity metric to recognize disjoint research specialties
among individuals with the same names (and thus counting
them as two individuals). We also hope to improve our re-
sults further by incorporating the publication corpi in our
document index, allowing authors to represent themselves
among a broader range of keywords. Our search engine pro-
totype is available at: http://ganis.cs.ucsb.edu/∼dblp/
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1. INTRODUCTION
Online social networks have become immensely popular in
recent years. In 2008, Facebook, YouTube, and MySpace
were three of the five most visited web sites in the United
States. It is estimated that in early 2009, Facebook received
80 billion unique page views per month, an average of over
30,000 per second. Even if only a fraction of page views
involve a data store query, handling such a large number of
requests requires a high performance storage system.

Social networks may not be the only websites dealing with
large amounts of traffic, but they are unique in the type of
data that they host. Social networks are generally thought of
as graph structures where users are nodes and relationships
are the edges between them, hence “the social graph.” While
a useful model, graphs are known to be difficult to store and
query in an efficient manner. Furthermore, many websites
enforce stringent response time requirements which means
latency must be kept to a minimum.

Fortunately, this data model has a few exploitable proper-
ties. First, individual node (user) lookups make up the bulk
of queries. Second, the data model is straightforward. Users
maintain profiles with some personal information as well as
a set of friends. Third, users may update their profile or set
of friends, but those updates do not need to be immediately
visible to all other users. These properties allow social net-
working data to fit into a non-traditional database model,
namely an object-oriented key-value store. A user’s data can
then be efficiently stored and retrieved as an object using a
unique identifier as a key. Furthermore, the relaxed consis-
tency model can allow better performance to be attained.

This paper presents Parker, a highly scalable, highly avail-
able, persistent storage system designed for storing the social
graph. Parker also achieves high performance with worst-
case O(1) lookup time.

2. REQUIREMENTS
API The system should provide a simple API that allows

users (application developers) to perform many of the
common operations required by online social networks.

Data model Since social networks vary widely in the data
stored per user, it is important that developers can
easily modify the data model as necessary. Version-
ing allows modifications to be made to the data model
without requiring the entire system to be redeployed.

Performance The system should be able to handle hun-
dreds of requests per second with minimal latency in a

data center environment.

Scalability As the amount of data or requests increases, ad-
ditional nodes can be added to the system in order to
maintain (if not surpass) its current performance. Sim-
ilarly, as any piece of the system becomes a bottleneck,
the addition of servers with the same role should alle-
viate the issue.

3. RELATED WORK
The work presented here stems from a large body of research
done by both the distributed system and database commu-
nities. Peer-to-peer systems like Chord[5] and Tapestry[6]
provide intelligent mechanisms for doing look-ups in large-
scale distributed systems. As a result of the high churn and
failure rates commonly found in P2P systems, performing a
look-up requires O(log n) hops. While these systems could
be used to store graphs in a key-value manner similar that
of Parker, a significant overhead is incurred as a result of the
number of hops required to locate data. The additional hops
result in increased latency which would make such a system
impractical for use with real-time web applications. While
Beehive[4] is able to provide average-case O(1) look-up per-
formance, it assumes a Zipfian query distribution which has
yet to be shown for social networks.

Amazon’s Dynamo[3], Google’s BigTable[1], and Yahoo’s PNUTS[2]
all provide high-performance, scalable storage systems, each
with a different query model. Unlike the previously discussed
P2P systems, these systems were designed for a data center
environment where nodes join or depart the network very in-
frequently, nodes can communicate with low latency, and no
malicious nodes exist. Unfortunately, these systems are all
proprietary and are not available for public use.

4. ARCHITECTURE
Parker is designed as a two-tier horizontally scalable sys-
tem, as shown in Figure 1. The back-end consists of data
servers whose responsibility it is to access and modify a local
database. At the front-end resides a layer of key servers. It is
the task of the key servers to maintain the meta-information
about the system, such as which data servers contain which
pieces of data. In the simplest layout, the system has a sin-
gle key server which routes all user requests to any of three
replicated data servers, each running a fast, local key-value
store.

The system is designed to act transparently as a centralized,
shared data storage resource for social networking data. It is
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Figure 1: Parker System Architecture

primarily created for use with web applications, where multi-
ple application servers simultaneously access shared data to
generate page content for users. While this is a common case,
Parker can also be used in other contexts where one needs
high performance access to a very large graph structure.

Users can access social graph data via a cross-platform API
that implements queries specialized for social networking ap-
plications. The provided API can be accessed via C++, Java,
Python, Ruby, and Perl, among many other languages. The
interface can also be easily extended to provide additional
functionality beyond the original implementation – a com-
mon scenario as an application’s requirements evolve over
time.

5. EXPERIMENTAL RESULTS
In order to evaluate Parkers performance, two experiments
were performed which explore different system properties.
The first experiment was designed to evaluate the latency of
the different API calls. With a key server and three data
servers on machines connected via 100MBps LAN, the aver-
age latency is measured for each method. In order to measure
the RPC overhead, a heartbeat method is included which is
routed by a key server to a data server and immediately
returns. The results of this experiment (see Table 1) demon-
strate that reads are performed in a fraction of a millisecond,
with a bulk of the time spent on RPC. Write calls on the
other hand take significantly longer as result of replication.
To ensure that data persists, each write must be received by
a master data server, written to the physical medium, and
then acknowledged by at least one other data server in order
to succeed. This communication and I/O overhead represent
most of the time spent performing write operations.

The next experiment performed was to determine the number
of requests the system can handle and how well it scales with
the addition of servers. Three clients were used to generate
requests for three key servers and between three to nine data
servers. Table 2 shows that as the number of data servers in-
creases, a super-linear increase is achieved for writes. Since
write operations are I/O bound, the additional disks are able
to greatly improve performance. In contrast, read requests
are unable to attain linear speed-up. This is a result of key
servers becoming the bottleneck, as evidenced by the very
mild improvements as the number of data servers is increased.
With additional key servers this bottleneck should be be al-
leviated and linear speed-up should be be achieved.

Method Response Time(ms)
heart beat 0.2451688
get user 0.5082938

get profile 0.3084188
get friends list 0.3338142

put user 14.14775
put profile 18.46594
add friend 17.89232

Table 1: Latency of API Calls

Data Servers Reads/sec Writes/sec
3 8067 280
6 11105 789
9 12207 1163

Table 2: Request rates on read and write workloads

6. CONCLUSION
We have presented a novel architecture for storing social net-
work data in a distributed environment. While previous sys-
tems have been created to store graph information, we have
shown that storing graph nodes as key-value pairs allows the
system to have a natural design while achieving high perfor-
mance in a real-time environment. An additional benefit is
that such an architecture is easily scalable to various types
of load. It can also be easily extended to meet the require-
ments of most online social networks. Thus we believe Parker
is suitable for use in building the next great online social net-
work.
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ABSTRACT

It is extremely challenging to run controlled studies comparing mul-
tiple Augmented Reality (AR) systems. We use an “AR simulation”
approach, in which a Virtual Reality (VR) system is used to simu-
late multiple AR systems. In order to validate this approach, we
carefully replicated a well-known study by Ellis et al. using our
simulator, obtaining comparable results.

Index Terms: I.3.7 [Three-Dimensional Graphics and Realism]:
Virtual Reality—AR Simulation; I.3.6 [Methodology and Tech-
niques]: Device independence—Replication

1 INTRODUCTION

The inherent components of AR pose challenging issues when try-
ing to conduct controlled experiments between systems. Hardware
for AR systems can differ greatly and finding compatible systems
may prove to be extremely hard. AR applications also typically
rely on the real world as a backdrop to virtual objects. This makes
replicating the exact real world conditions impossible in outdoor
applications and difficult for indoor applications. We use an “AR
simulation” approach, in which a VR system is used to simulate
a range of AR systems. AR simulation, as proposed by Gabbard
et al. [2] and Ragan et al. [3], may prove to be a viable method
of conducting controlled experiments in AR. By using VR, we can
simulate real world conditions and hardware configurations (dis-
play, tracking, processing power) of an AR system and provide re-
peatable conditions for experiments. But are the results of experi-
ments using AR simulation valid for real-world AR systems? Our
research begins to address this question by attempting to replicate a
well-known AR experiment.

2 DESIGN

The experiment we chose to replicate was the second study in Ellis
et al. [1]. Our VR system consisted of a Kaiser Proview 60 HMD,
WorldViz Precision Position Tracking (PPT) system, two wired In-
tersense InertiaCube2, and a VRML model based on the ReCVEB
lab at UCSB. To simulate the original HMD used, we rendered a
transparent region equivalent to the 19 deg field of view of the orig-
inal HMD. All augmentations were only viewable within this region
while the simulated real objects could be seen in the entire view of
the user, as shown in Figure 1. The two Intersense InertiaCube2 in
conjunction with three markers (two for head, one for hand) from
the PPT system were used to track the head and hand of the user
in 6 degrees of freedom. A simulated real hand was then used to
represent the actual hand of the participant.

∗e-mail: chalee21@cs.ucsb.edu
†e-mail: egscott2004@gmail.com
‡e-mail: holl@cs.ucsb.edu
§e-mail: bowman@vt.edu

Figure 1: Screenshot of participant’s view

For the experiment we had 14 users, ages 21 - 33, nine male
and five female. All users were comfortable around computers. All
users were able to perceive stereo as verified by a random dot stere-
ogram. The HMD was then automatically calibrated and registered
with each user with a constant error of less than two cm. Previ-
ous work [4] has found evidence that users are able to adapt to
small perturbations in head registration for motor performance in
VR tasks. Participants were asked to trace a virtual 3D path with a
virtual ring rigidly attached to the participant’s hand. Independent
variables were ring size, path type (angular and smooth), and total
system latency (on the virtual objects). There were five different la-
tencies and six different paths for a total of 30 different conditions
per ring type. The conditions were randomly ordered in a block of
trials and each participant performed three blocks. Seven partici-
pants used the small ring, and seven the large ring. The dependent
measure in this experiment was the number of collisions between
the ring and the path. For more details on the experimental design,
please refer to [1].

3 RESULTS

Preliminary analysis of the results showed that users reached
asymptotic performance after the first block of trials; thus only the
second and third blocks were used in the following analysis. All
significant effects on tracing performance are shown in Table 1.
These results are comparable to the results from [1] with our results
also showing a significant interaction between path and latency.

In addition to comparable statistically significant effects, all of
the effects were in the same direction as in the original study: the
number of collisions increased with angular paths, with the small

31



Figure 2: Comparison of trend lines for tracing performance of the
small ring. Our replication study results are represented by the solid
blue data points.

ring size, and as latency increased. However, there were some in-
teresting differences in the absolute performance data, as shown in
Figures 2 and 3. The participants’ absolute tracing performance is
much worse in our experiment. We believe this is mostly due to the
differences in the collision algorithms used. It was unclear how the
original experiment determined collisions during sustained contact
of the ring and path. Initially we only counted this type of collision
once, but this benefited the careless participants in the pilot study
we ran. As a result, we decided to add collisions for every 200
msecs the ring stayed in contact with the path which increased col-
lisions overall but penalized the careless participants. Ellis et al.’s
experiment also showed a visible increase in collisions as system
latency increased for the small ring. This effect was less observable
and in fact starts to level off as if a ceiling effect was occurring in
our experiment. Due to the lower clearance for the small ring, users
moved their head extremely close to their hand to get a better view
which occasionally caused small jitter issues, because PPT is a vi-
sion tracking system which depends on line of sight. Adding our
rigorous collision criteria, the small ring task may have been too
difficult within our system.

4 DISCUSSION ON EXPERIMENTAL REPLICATION

During the course of this work, we learned some valuable lessons
with regards to replicating and simulating previous experiments.
One important reason for choosing the experiment in [1] was the
very detailed description of the design and analysis the authors pro-
vided in the paper. In addition, Dr. Ellis was kind enough to be
available for questions. Even with all this, understanding the origi-
nal setup and design of the experiment was extremely challenging.
We did not have access to the original models used, lacked infor-
mation on the environment except for the video provided, lacked

Table 1: Significant Effects on Tracing Performance
Effect df F level

Ring 1, 12 9.075 P < 0.011
Path 1, 12 25.638 P < 0.001
Latency 4, 48 14.245 P < 0.001
Path x Latency 4, 48 7.484 P < 0.001
Path x Ring x Latency 4, 48 3.348 P < 0.017

Figure 3: Comparison of trend lines for tracing performance of the
large ring. Our replication study results are represented by the solid
blue data points.

access to the original collision algorithm, and lacked the raw re-
sults from the previous study. Replicating the original models was
impossible, so our models were only approximations. In summary,
it would be extremely hard if not impossible to repeat any exper-
iment without very detailed notes or the guidance of the original
authors. This highlights the importance and need for even more de-
tailed reports on experiments in the community. Although this may
not be feasible within a conference or journal paper format, this
information is invaluable to the repeatability of these experiments.

5 CONCLUSION AND FUTURE WORK

We have repeated a well known AR experiment by Ellis and col-
leagues and obtained comparable results. We believe this is a step
toward validation of the idea that AR simulation is a viable and ef-
fective method of performing controlled experiments. For future
work, we are interested in experimenting with other factors in AR
systems such as display size, field of view, and resolution within
our simulation environment.
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1 Introduction

The ever increasing gap between the speed of the
processor and memory, also known as the memory
wall problem, has drawn extensive attention from
the research community. The value prediction [1]
and silent stores [2] seek to mitigate the overheads
of memory loads and stores, respectively. An-
other interesting work is coherence decoupling [3],
which allows loads to return values prematurely,
and relies on hardware recovery mechanisms to
ensure correct protocol operation. However, all
these previous works have two fundamental limi-
tations. First, to ensure correctness, each load can
only obtain the value produced by the most recent
store. Second, all these optimization techniques
rely on aggressive speculation to achieve perfor-
mance gain, which inevitably introduces notable
extra hardware complexity.
In this work, we explore a third dimension of

design space beyond performance and hardware
complexity, the application fidelity. The key ob-
servation is that many applications allow a certain
degree of algorithmic error resilience. For exam-
ple, given a parallel numerical application, if the
required precision (the difference between the exe-
cution output and the theoretical result) is 1e−10,
and strict implementation of cache coherence can
achieve the precision of 1e−15, then there is room
for relaxation of operations which are not critical to
the output precision. We leverage this property to
design soft coherence protocols. Our design elim-
inates the hardware overhead for mis-speculation
recovery completely by allowing some loads to ob-
tains stale values.

We explore analysis methods to distinguish be-
tween critical and non-critical data in such algo-
rithms, and provide strong guarantees for criti-
cal data and weak guarantees for non-critical data.
We evaluate the potential of soft coherence pro-
tocols with a conjugate gradient (CG) solver on
the Godson-T many core platform [4]. Section 2
presents the technique to identify the critical data
for CG solver, and the hardware support for soft
coherence. Section 3 discusses some preliminary
results and future work.

2 Soft Coherence
2.1 The Parallel CG Solver
The conjugate gradient (CG) solver here is

adapted from the CG program of the NPB bench-
mark suite. This program estimates the largest
eigenvalue of a symmetric positive definite sparse
matrix with the inverse power method. We refer
readers to [5] for basic parallelization strategy for
the kernel loop. In addition to this basic paral-
lelization, we partition the sparse input matrix with
Mondriaan [6] to achieve better load balancing.
For soft coherence, we are interested in the

changing of sharing patterns of those shared vec-
tors during the computation. Specifically, there are
two types of operations in the kernel loop. One is
the canonical vector operations. The other one is
the sparse matrix to vector multiplication. Since
we partition the sparse matrix for load balancing,
as a side effect, this also introduces an irregular ac-
cess pattern to the shared vector to be multiplied.
The variation of sharing pattern on shared vectors
incurs coherence traffic among processors. The
goal is therefore to identify the set of memory op-

33



erations which cause coherent misses, and relaxing
the semantics of these operations has little or no ef-
fect on the output precision and convergence time.

2.2 Critical Data Identification
For each input variable x, we can view the nu-

merical solver as a partial function of x: f (x). Now
assume x changes from a to b. The problem is how
to evaluate the impact of this input variation on the
output: f (b)− f (a). Since f (x) is usually com-
plex, we turn to its Taylor series with respect to x.
When all input values are given, the Taylor coeffi-
cients can be obtained with automatic differentia-
tion tools, such as Rapsodia [7]. In this work, we
use coefficients from the first order to the fifth or-
der to approximate f (b)− f (a).
Even if we know the relative importance of each

input memory location, the central question is to
decide which operations to relax at each iteration
of the kernel loop. In this paper, we call this re-
laxation plans (RP). Obviously, different inputs re-
quire different RP. The basic rational for RP gen-
eration are two fold. First, to ensure the least loss
of output precision, we choose to relax those op-
erations with least criticalness. We need an input
dependant threshold to control the number of oper-
ations to relax at each iteration. Second, to ensure
convergence, we never relax any operations in two
consecutive iterations.

2.3 How Soft Coherence Works
Figure 1 shows how soft coherence works as a

whole system. The input sparse matrix serves as
the input to both Rapsodia and the CG solver. Rap-
sodia generates coefficients of Taylor series, which
are used to determine the relaxation plan for the
input. We design soft coherence hardware support
on Godson-T to exploit the hints provided by RP,
and execute multi-threaded CG solver with selec-
tive relaxation of operations on non-critical mem-
ory locations.

3 Preliminary Results and Future Work
We evaluate the potential of soft coherence on

Godson-T many core simulator, which differs in a
few important ways (in-order cores, block caches,
no directory protocol support, etc) to traditional

Figure 1: Overview of Soft Coherence

directory-based invalidate protocols. We design
necessary hardware support for soft coherence.
Experimental results on the conjugate gradient
solver show that 6.9% to 12.6% performance im-
provement can be achieved.
In future work, we will evaluate more appli-

cations on a more general system running an
invalidation-based cache coherence protocol.
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I. INTRODUCTION

This paper discusses real-time network prediction system

design from a novel perspective. We leverage the recent

advancements in the field of data mining in order to solve a

well established computer networking problem. Our approach

is to group network flows that exhibit similar behavior into

clusters and then develop a classification scheme that is able to

identify the flows in real-time. The main obstacle in doing so is

that it is not well understood what the most important features

are in a network flow trace, from a clustering perspective.

We have looked at characteristics such as inter-packet arrival

times, packet sizes, and time of packet transmission of a

packet since the beginning of a flow. We have received mixed

results from an initial set of analysis results and the efforts are

ongoing.

The applications of a network load prediction system are

manifold. Fast and effective prediction technique to estimate

the traffic requirement of a connected client can help IEEE

802.16e (WiMAX) based access points to assign sub-channels

comprised of a set of sub-carrier frequencies, for a certain

number of time slots as need; in a system with the electron-

ically steerable antennae technology, the access point could

focus the signal towards a client depending on the traffic

load between the client and the access point; and finally in a

network of self powered wireless routers the quality of service

that they provide is bounded by the availability of energy

supplies. Shutting down unnecessary network nodes when not

in use extends network uptime and positively impacts the

performance. Without accurate information about the future

traffic load it is impossible to power the nodes back on time

and at the same time optimize energy savings.

II. CLUSTERING NETWORK FLOWS

A network flow comprises of data packets exchanged be-

tween communicating hosts on a network using transport

layer protocols. The inter-arrival time between two consecutive

packets of a network flow transmitted by a host is a complex

function determined by the application traffic generation rate,

the transport layer protocol in use, queuing delays at the host

and on the intermediate nodes in the network, the medium

access protocol, and finally a random amount of jitter.

Wireless Network Traces: In our experiments, we use

the wireless network traces collected at the Dartmouth college

campus available at the open CRAWDAD network trace

repository. The network traces are available as unencrypted

captures of packet headers including the IP and transport layer

headers but not the data. While the actual data packet may

be up to 1500 bytes in size, the trace consists of only the

50 first bytes of a packet. We analyze almost 400 MBs of

packet header data, which comprised of roughly 800,000 flows

and 4.5 million packets. We define a network flow as a (src-

ip, src-port, dst-ip, dst-port) tuple. The data set also contains

application labels for each flow based on the port used by the

transport protocol.

A. Packet sequences of inter-arrival times

In this representation, a traffic flow is seen as a sequential

array of packet interarrival times. The algorithm for exact time

series matching1 is proposed for normalized time-series. The

algorithm is appealing as the resulting similarity matrix allows

classification even in case of small flow variations that cannot

be captured if the flows are compared on a simple packet-per-

packet basis. The algorithm was proposed to match time-series

that contain the same number of observations on a uniform y-

axis. Unfortunately, the approach is not suitable in cases where

the flows drastically differ in their length, or when there is a

significant time offset between characteristic packet patterns.

We perform the clustering on a mix of TCP-DAAP and

TCP-DOCENT flows, as the two types are predominant in

our trace. The resultant dendrogram reveals that the flows cor-

responding to TCP-DAAP protocol appear as multiple small

clusters, while the TCP-DOCENT flows show little similarity.

This is expected, since a closer look at the flows shows

that TCP-DOCENT flows have a high degree of randomness.

Based on our clustering result, and the analysis we skip here

for brevity, we make the following two observations:

1) Time-series matching is effective for short flows.

2) For longer flows, hierarchical clustering performs better

when the flow is divided in different short phases.

B. Histogram of inter-arrival times

While the first approach of time-series matching is able to

capture differences in short flows, for longer flows it becomes

susceptible to noise and hence inaccurate classification. We

now explore a second approach of transforming a flow in to

a histogram representation.

1A. Mueen, E. Keogh, Q. Zhu, S. Cash, and B. Westover, ”Exact Discovery
of Time Series Motifs”. In SIAM, Sparks, NV, April 2009
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At the first thought, the interarrival time histogram is not

a good way to represent a time series: one histogram can

correspond to a number of different time series. However,

in our problem domain the time series are not generated

randomly. They are defined by network protocols. Thus, the

histogram representation has a high degree of correspondence

with one or a small number of time series behaviors. To

evaluate this hypothesis we visually inspected histograms and

time series of about a dozen traces generated by more or less

known applications. Figure 1 shows one such plot: similar

time series have similar histograms while the differing time

series have differing histograms. Encouraged by the results,
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Fig. 1: Time Series and Histogram representation of 8 sample TCP
- DAAP flows
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Fig. 2: Dendrogram of fifty TCP - DAAP histogram representations

we decided to use the interarrival time histograms for flow

classification. We measure the inter-arrival times of packets

and place them in bins of 10ms each and create a histogram

of the observed flow. We create 100 bins of 10ms each [0-

10, 10-20, 20-30, ... 990-]. The comparison between each

pair of histograms is performed and L2 (Euclidean distance)

is used. The similarity matrix is then fed to the hierarchical

clustering method and the dendrogram is created. We tested

the clustering process on flows selected from the Dartmouth

campus trace. A sample dendrogram is plotted in Figure 2

and shows the hierarchical clustering result for the histogram

representation of 50 TCP - DAAP flows. A large majority of

these flows contain several thousand packets. Similar flows are

clustered together, while those that are different are mutually

distant in the dendrogram. We observe the improvement over

the direct time series motif clustering. The reason for that is

the histogram’s insensitivity to temporal variations between

flows and length of flows.

C. Bidirectional flows as packet sequences

So far, each flow was considered unidirectional with out-

going packets and incoming packets treated as two distinct

flows. Such a representation does not contain the request

response behavior of a bidirectional flow. For instance, TCP

protocol waits for an acknowledgement for every few packets

based on its current window size. To capture this latent inter-

dependency in a bi-directional flow, we model the network

flows as bidirectional exchange of packets. We label all

outgoing packets as A and all incoming packets as B. The

resulting flow representation is transformed in to a sequence

of As and Bs.

Our aim is to identify any characteristic patterns such

as a repeating sequence of ABBABBABB... The repeating

pattern of ABB might reveal information about the number of

incoming packets (B) seen for every outgoing packet (A). The

difficulty in such an approach is that the size of the recurring

pattern (k) is unknown. We experiment with different pattern

sizes of k=4, 5, and 6. We use a sliding window to count the

number of patterns seen in a flow.

It is interesting to note that despite an unknown value of

k, it is possible to determine the correct value of k in some

cases. This is possible when the pattern occurs consecutively

and the sliding window size is comparable to the pattern. To

elaborate this point in detail, let us consider an example. If

the recurring pattern ABB of size k=3 occurs consecutively as

ABBABBABB.., at several places in the flow, then a sliding

window of size k=4 would see three different patterns occur-

ring with similar frequency, namely:ABBA, BBAB, BABB. In

the future, we intend to associate timestamp information to the

pattern occurrences to determine higher levels of inferences.

III. CONCLUSION

In this paper, we explore the novel direction of network data

mining. We adopt the approach of representing a network flow

as a time-series and cluster network flows that have similar

behavior. In the future, we intend to use such a clustering, to

identify the characteristic patterns defining each cluster and

then using such patterns to classify and predict network flow

behavior. We explore three different time-series representation

of network flows and apply hierarchical clustering to these

representations. Our results so far indicate that a time-series of

< packetnumber, interarrivaltime > tuples is best suited

for flows with a smaller number of packets (approx. 50

packets). For longer flows, we look at a histogram represen-

tation that is able to cluster similar network flows together.

Finally, we explore the representation of a network flow as

a bidirectional transfer to detect latent inter-dependencies in

request-response based network flows.

While we have explored several approaches for network

flow classification, we believe this is just the beginning and

in the future we would like to continue this exploration to

ultimately be able to predict network flows with a high degree

of accuracy.
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1 Summary

The enforcement of information flow policies is one
of the most important aspects of modern computer se-
curity, yet is also one of the hardest to get correct in
implementation. The recent explosion of work on dy-
namic dataflow tracking architectures has led to many
clever new ways of detecting everything from general
code injection attacks to cross-site scripting attacks.
The basic scheme keeps track of a binary property,
trusted or untrusted, for every piece of data. Data
from “untrusted” sources (e.g. from the network) are
marked as untrusted, and the output of an instruc-
tion is marked as untrusted if any of its inputs are
untrusted. While these systems will likely prove them-
selves useful in a variety of real-life security scenarios,
precisely capturing the flow of information in a tra-
ditional microprocessor quickly leads to an explosion
of untrusted state because information is leaked prac-
tically everywhere and by everything. If you are ex-
ecuting an exceedingly critical piece of software, for
example, using your private key to sign an important
message, information about that key is leaked in some
form or another by almost everything that you do with
it. The time it takes to perform the authentication,
the elements in the cache you displace due to your op-
erations, the paths through the code the encryption
software takes, even the paths through your code that
are never taken can leak information about the key.

We present for the first time a processor architecture,
analysis technique, and proof-of-concept implementa-
tion that can precisely track all information-flows[1].
On such a microprocessor it is impossible for an ad-
versary to hide the flow of information through the
design, whether that flow was intended by both parties
(e.g. through a covert channel) or not (e.g. through a
timing-channel). One of the key insights in this paper
is that all information flows, whether implicit, covert,
or explicit, look surprisingly similar at the gate level
where weakly defined ISA descriptions are replaced by
concrete logic functions.

1.1 Gate-Level Information Flow Track-
ing

Consider an AND gate (shown in left side of Fig-
ure 1) with two binary inputs, a and b, and an output
o. Let’s assume for right now that this is our entire sys-
tem, and that the inputs to this AND gate can come
from either trusted or untrusted sources, and that those
inputs are marked with a bit (at and bt respectively)
such that a 1 indicates that the data is untrusted (or
“tainted”). The basic problem of gate-level informa-
tion flow tracking is to determine, given some input for
a and b and their corresponding trust bits at and bt,

Figure 1: Tracking Information Flow through a 2-input
AND Gate. Figure shows truth table for the AND Gate
(left) and a part of its shadow truth table (right). The
shadow truth table shows the interesting case when only
one of the inputs a and b is trusted (i.e. at = 0 and
bt = 1). Each row of the shadow table calculates the
trust value of the output (outt) by checking whether
the untrusted input b can affect the output out. This
requires checking out for both values of b in the table on
the left. The gray arrows indicate the rows that have
to be checked for each row on the right. For example,
when a = 1, b affects out (row 3 and 4 on the left). Hence
row 3 and 4 on the right have outt as untrusted.

whether or not the output o is trusted (which is then
added as an extra output of the function ot).

The assumption that most prior work makes is that
when you compute a function, any function, of two
inputs, then the output should be tagged as tainted
if either of the inputs are tainted. This assumption
is certainly sound (it should never lead to a case,
wherein output which should not be trusted is marked
as trusted) but it is over conservative in many impor-
tant cases, in particular if something is known about
the actual inputs to the function at runtime. To see
why, let us just consider the AND gate, and all of the
possible input cases. If both of the inputs are trusted,
then the output should clearly be trusted. If both the
inputs are untrusted, the output is again clearly un-
trusted. The interesting cases are when you have a
mix of trusted and untrusted data. If input a is trusted
and set to 1, and input b is untrusted, the output of
the AND gate is always equal to the input b, which,
being untrusted, means that the output should also be
untrusted. However, if input a is trusted and set to 0,
and input b is untrusted, the result will always be 0
regardless of the untrusted value. The untrusted value
has absolutely no effect on the output and hence the
output can inherit the trust of a. By including the
actual values of the inputs into the determination of
whether the output is trusted or not trusted, we can
more precisely determine whether the output of a logic
function is trusted or not.

While this seems like an awful lot of trouble to track
the information flow through an AND gate, without
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Figure 2: Implementation of a conditional branch in-
struction in a traditional architecture compared to ours.
The highlighted wires on the left figure shows the path
from an untrusted conditional to the PC. In contrast,
we eliminate the path in our architecture so that the
PC never gets untrusted.

this precision, there would be no way to restore a reg-
ister to a trusted state once it has been marked un-
trusted. Its impact in terms of the ability to build a
machine that effectively manages the flow of informa-
tion is immense.

1.2 Overview of Results

Compositional GLIFT Technique: While the
truth table method that we describe above is the most
precise way of analyzing logic functions, our end goal
is to create an entire processor using this technology.
Enumerating the entire truth table for our full proces-
sor (which would have approximately 2769 rows, where
769 is the number of state bits in our processor proto-
type) is not feasible, therefore we need a way of com-
posing functions from smaller functions in a way that
preserves the soundness of information flow tracking.
In the paper we describe how GLIFT logic is conserva-
tively compositional, meaning that untrusted data will
never be marked incorrectly as trusted. We demon-
strate this with the example of a multiplexer (where
the trust of the output is related to the trust of the
selected input), which we then use throughout our pro-
cessor implementation.

GLIFT as an Analysis Technique: After discussing
the GLIFT logic method, the next question then be-
comes how that method can be applied to a pro-
grammable device to create an air-tight information
flow tracking microprocessor. The goal of our archi-
tecture design is to create a full implementation that,
while not terribly efficient or small, is programmable
enough and precise enough in its handling of untrusted
data that it is able to handle several security related
tasks, while simultaneously tracking any and all infor-
mation flows emanating from untrusted inputs. Fig-
ure 2 shows a simple example of a branch instruction
implemented in hardware and the problem with tra-
ditional architecture. Once a comparison occurs on
untrusted data, the result is used to control the select
line to the Program Counter, which means the PC can
no longer be trusted. Once the PC is untrusted, there
is no going back because each PC is dependent on the

result of the last. In the architecture described above,
all instructions after a branch on trusted data will be
marked as untrusted, but is information really flowing
in that way? In fact, at the gate level, it is. There is
a timing dependence between the value of the branch
predicate and the time at which the following instruc-
tions are executed. Such timing observations, while
seemingly harmless in our example, do represent real
information flow and have been used to transmit secret
data and reverse engineer secret keys.

A Proof-of-Concept Information-Tight Archi-
tecture: As is apparent from our previous example,
traditional conditional jumps are problematic, both be-
cause they lead to variations in timing and because in-
formation is flowing through the PC (which has many
unintended consequences). Predication, by transform-
ing if–then–else blocks into explicit data dependen-
cies (through predicate registers), provides one answer.
Handling loops requires a different approach. Loops
are surprisingly difficult to constrain as there are so
many different ways for information to leak out in non-
obvious ways. Consider a simple while-loop on an un-
trusted condition. Every instruction in that loop may
execute an arbitrary number of times, so everything
those instructions touch is untrusted. In fact, every-
thing that could have been modified, even if it wasn’t,
needs to be marked as untrusted (due to implicit flows).
In the paper we discuss solutions to if-then-else con-
trol, looping, memory references, and describe a new
ISA that is verifiably presents no opportunities for in-
formation leakage.

An Full Verifiable Implementation running on
an FPGA: Because GLIFT is provides a way to ver-
ify the information flow properties of a full implementa-
tion running different software, we have built a working
processor and its GLIFT augmentation on an FPGA,
and we have written several application kernels to help
us quantify the overheads involved. We use Altera’s
Nios processor as a point of comparison as it has a
RISC instruction set, and, as a commercial product,
is reasonably well optimized. Our base processor is
almost equal in area to Nios-standard, and about dou-
ble the size of Nios-economy. Adding the information
flow tracking logic to the base processor increases its
area by 70%, to about 1700 ALUTs. Static code sizes
are very similar between the different implementations.
While the overheads involved are certainly non-trivial,
by trading off precision for efficiency it may be possible
to keep the soundness of our result while reducing the
performance impact. However, our prototype demon-
strates for the first time that precise information flow
tracking all the way down to the gates is a both possible
and tractable.
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1. INTRODUCTION
In computer vision, many active illumination techniques em-
ploy projector-camera systems to facilitate the extraction of
useful information from scenes. These approaches usually
rely on the careful choice of an illumination pattern to be
projected onto the objects. The image captured by the cam-
era is a function of the projected pattern and its interaction
with the objects in the scene; as the projected pattern is
known, it is possible to exploit this information to recover
properties of the imaged scene. Figure 1(a) illustrates this
point. It shows objects imaged under the illumination of a
projector placed at the left hand side of the camera. The
projector sends equally spaced vertical white stripes onto
the scene, but the observed patterns in the image vary ac-
cording to the local orientation of the objects. Their local
frequencies are useful cues for recovering surface orientation.

In this work, we follow an opposite direction. Rather than
exploiting variations in the projected patterns due to depth
and orientation changes, we show how a projector-camera
setup can be built in a way that the imaged patterns are
the same across the scene, no matter what the geometry
of the objects is (see Figure 1(b)). Our method is based
on a strategic alignment of the projector-camera configura-
tion, and on a particular choice of the projected patterns.
The technique is derived from a key observation from the
geometrical relationship between two cameras, and the fact
that a projector can be understood as a dual of a camera,
sharing the same geometric characteristics [3].

We then demonstrate the usefulness of this property for de-
multiplexing shadows simultaneously generated by multiple
projectors. The goal is to, given a single image of a scene
illuminated by multiple projectors, segment the regions in
shadow, and, for each shadowed region, determine which
projectors caused it. In our method, each projector projects
a distinct pattern onto the scene (each pattern has a differ-
ent frequency). For a given projector, the regions in shadow
will not contain the projected pattern, while the pattern will
be present on the illuminated regions. By analyzing the fre-
quencies of the patterns in the captured image, the shadow
regions for each projector can be extracted. In this process,
observing patterns with frequencies invariant to the scene
geometry (Figure 1(b)) is desirable, as the frequencies to be
searched for would be fixed and known; on the other hand,
the scenario in Figure 1(a) greatly complicates the demulti-
plexing process in the presence of multiple projectors.

(a) (b)

Figure 1: The frequency of observed patterns is sen-
sitive to the geometry of the scene. (a) Vertical
stripes projected from a projector placed at the left
hand side of the camera. Notice the different fre-
quencies on the two slanted planes (left and right),
and curved lines on the penguin; (b) By project-
ing horizontal stripes, the frequency of the observed
patterns is geometry-invariant.

The method can be employed to extend the applicability of
techniques that rely on the analysis of shadows cast by mul-
tiple light sources placed at different positions (such as [4]).
Those methods usually take multiple pictures of the scene
at different instants of time, with only one light source be-
ing triggered during the capture of each image. This often
brings limitations for scenes with moving objects, as the
images captured at different instants of time exhibit mis-
aligned features. Our approach can be employed to obtain
the shadows cast from multiple projectors with a single shot,
enabling the processing of dynamic scenes.

In this extended abstract, we summarize the main ideas for
building a projector-camera setup that achieves geometry-
invariant frequency projection, and give an overview of a
method for demultiplexing shadows from a single image.
The reader is referred to [5] for more details and discussion.

2. GEOMETRY-INVARIANT FREQUENCY
PROJECTION

Consider a projector-camera setup composed of a perspec-
tive camera and a perspective projector, which projects a
sinusoidal pattern f(x, y) = h

2 [1 + cos(ω1x + ω2y)] onto the
scene, where ω1 and ω2 denote the angular frequencies of
the sinusoid, in radians per pixel, and h is the amplitude of
the mask.
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Figure 2: (a) correspondence between lines in the canonical stereo configuration, considering perspective
cameras; (b) sample configuration with a camera and four projectors; (c) image taken using a camera and
two projectors; (d) segmented shadows (red = left projector, green = right projector).

Now consider two perspective cameras pointing at the same
direction, having parallel optical axes orthogonal to the base-
line (the line that connects the centers of projection of both
cameras), which is aligned with the horizontal coordinate
axis. This configuration is known in the stereo vision litera-
ture as the canonical configuration [2]. In this arrangement,
a row in one of the image planes corresponds to the same
row in the other image plane. Figure 2(a) illustrates this.
If we replace one of the cameras by a perspective projector,
the same result holds, since a projector has the same ge-
ometry [3]. Thus, if we project horizontal patterns from a
projector aligned with the camera along the horizontal coor-
dinate axis, each projected horizontal line will be imaged at
the same horizontal line in the camera. Therefore, the fre-
quency of the observed sinusoidal patterns will be insensitive
to variations in the shape of the objects.

The above reasoning suggests that a projector-camera setup
for which the frequency of the observed patterns is geometry-
invariant can be built by strategically choosing two elements:
the projector-camera alignment and the projected pat-
terns. First, the projector should be placed in the same
plane as the camera, such that they point at the same di-
rection and their optical axes are parallel. Second, patterns
parallel to the direction of alignment between the camera
and the projector should be projected. For example, for
a projector placed to the left or to the right of the cam-
era, it is best to project sinusoids with ω1 = 0 (horizontal
stripes); for a projector placed above or below the camera,
it is preferable to use vertical patterns (ω2 = 0).

3. CODED SHADOW DEMULTIPLEXING
Let us now look into the problem of shadow demultiplexing
in a multi-projector, single-camera setup. Suppose that all
projectors send a distinct sinusoidal pattern onto the scene
at the same time, and the goal is to analyze the frequencies
of the observed patterns in the image taken by the camera
in order to determine the regions being illuminated by each
individual projector. As discussed in the introduction, if
we use the geometry-invariant setup from the previous sec-
tion, then the complexity of the problem is greatly reduced,
as the observed frequencies are fixed and known. A basic
setup for this purpose would consist of a camera and mul-
tiple projectors placed in the same plane, such that each
projector-camera pair satisfies the conditions described in
the previous section. Also, the frequencies of the sinusoids
should be distinct among the projectors that share the same

direction of camera-projector alignment. Figure 2(b) illus-
trates an example of a setup that meets these requirements,
by projecting sinusoids with frequencies of π and π/2 radians
per pixel.

Given the single image captured using multiple projectors,
the objective is to, for each projector pi, determine the image
regions that contain sinusoids with the frequency imprinted
by pi. A frequency-based texture segmentation algorithm
can be applied to segment the regions based on the frequen-
cies of the observed sinusoids. For simplicity, we used Gabor
filters [1] for this purpose. These filters have high responses
when a specific frequency is present in a given region of the
image, and low responses otherwise. However, more sophis-
ticated texture segmentation approaches could be used.

To illustrate, Figure 2(c) shows an image taken using a setup
composed of a camera and two projectors. The projectors
were placed to the left and right hand sides of the cam-
era, projecting horizontal sinusoids with different frequen-
cies. Notice the distinct patterns on the shadowed regions.
Figure 2(d) shows the shadow demultiplexing results, where
the red and green areas correspond to shadows determined
to having had been cast by the left and right projectors,
respectively.
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ABSTRACT
Stranger is a string analysis tool for finding and eliminating
security vulnerabilities in PHP applications. Given a pro-
gram and an attack pattern (specified as a regular expres-
sion), Stranger automatically generates string-based vulner-
ability signatures, i.e., a characterization that includes all
malicious inputs that can be used to generate attacks.
Stranger uses an automata-based string analysis framework.
Using forward reachability analysis it computes an over-
approximation of all possible values that string variables
can take at each program point. Intersecting these with
the attack pattern yields the potential attack strings if the
program is vulnerable. Using backward analysis, Stranger
computes an over-approximation of all possible inputs that
can generate those attack strings. In addition to identifying
existing vulnerabilities and their causes, these vulnerability
signatures can be used to filter out malicious inputs.

1. INTRODUCTION
Web applications provide critical services over the Internet

and frequently handle sensitive data. Unfortunately, Web
application development is error prone and results in appli-
cations that are vulnerable to attacks by malicious users.
According to the Open Web Application Security Project
(OWASP)’s top ten list that identifies the most serious web
application vulnerabilities, the top three vulnerabilities are:
1) Cross Site Scripting (XSS), 2) Injection Flaws (such as
SQL injection) and 3) Malicious File Execution. All these
vulnerabilities are due to improper string manipulation. Pro-
grams that propagate and use malicious user inputs without
sanitization or with improper sanitization are vulnerable to
these well-known attacks.

We developed a string analysis tool that 1) identifies if
a web application is vulnerable to attacks related to string
manipulation, and 2) if it is vulnerable, generates a char-
acterization of user inputs that might exploit that vulnera-
bility. Such a characterization is called a vulnerability sig-
nature. Vulnerabilities related to string manipulation can
be characterized as attack patterns, i.e., regular expressions
that specify vulnerable values for sensitive operations (called
sinks).

Given an application, vulnerability analysis identifies if
there are any input values that could lead to a vulnerable
value to be passed to a sensitive operation. Once a vulner-
ability is identified, the next important question is what set
of input values can exploit the given vulnerability. A vul-
nerability signature is a characterization of all such input
values. It can be used to identify how to sanitize the user

input to eliminate the identified vulnerability, or to dynam-
ically monitor the user input and reject the values that can
lead to an exploit.

We use automata-based string analysis techniques [4] for
vulnerability analysis and vulnerability signature genera-
tion. Our tool takes an attack pattern specified as a regular
expression and a PHP program as input and 1) identifies if
there is any vulnerability based on the given attack pattern,
2) generates a DFA characterizing the set of all user inputs
that may exploit the vulnerability.

Our string analysis framework uses deterministic finite au-
tomaton (DFA) to represent values that string expressions
can take. At each program point, each string variable is as-
sociated with a DFA. To determine if a program has any vul-
nerabilities, we use a forward reachability analysis that com-
putes an over-approximation of all possible values that string
variables can take at each program point. Intersecting the
results of the forward analysis with the attack pattern gives
us the potential attack strings if the program is vulnerable.
The backward analysis computes an over-approximation of
all possible inputs that can generate those attack strings.
The result is a DFA for each user input that corresponds to
the vulnerability signature.

We used Stranger to analyze four real-world web appli-
cations. Our results demonstrate that our tool can detect
vulnerabilities in Web applications and identify the corre-
sponding vulnerability signatures.

2. STRANGER TOOL
We implemented our approach in a tool called Stranger

(STRing AutomatoN GEneratoR) that analyzes PHP pro-
grams. Stranger uses the front-end of Pixy, a vulnerability
analysis tool for PHP that is based on taint analysis [2].
Stranger also uses the automata package of MONA tool [1]
to store the automata constructed during string analysis
symbolically. Stranger takes a PHP program as input and
automatically analyzes it and outputs the possible XSS and
SQL injection vulnerabilities in the program. For each input
that leads to a vulnerability, it also outputs an automaton
in a dot format that characterizes all possible string values
for this input which may exploit the vulnerability, i.e., it
outputs the vulnerability signatures.

The architecture of Stranger is shown in Figure 1. The
tool consists of three parts: 1) The PHP Parser which parses
the PHP code and constructs a control flow graph (CFG).
2) The Taint Analyzer which performs alias and dependency
analyses, builds the dependency graphs, analyzes them and
outputs tainted ones in which tainted user input is not prop-
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Figure 1: The Architecture of Stranger

erly sanitized. 3) The String Analyzer implements vulnera-
bility (forward and backward) analysis on dependency graphs
(as described in the previous section) for all sensitive sinks
that are found to be tainted by taint analysis. If a sink is
found to be secure by the string analyzer (with respect to
the specified attack pattern), then it is guaranteed to be
secure. If a sink is found to be vulnerable, then backward
analysis computes the vulnerability signature. For a more
detailed explanation you can refer to [3].

3. EXPERIMENTS
We experimented with Stranger on a number of bench-

marks extracted from known vulnerable web applications:
(1) MyEasyMarket-4.1 (a shopping cart program),
(2) PBLguestbook-1.32 (a guestbook application), (3)
BloggIT-1.0 (a blog engine), and (4) proManager-0.72 (a
project management system). The taint analyzer automati-
cally generates the tainted dependency graphs and identifies
that all of them may be vulnerable.

In our experiments, we used an Intel machine with 3.0
GHz processor and 4 GB of memory running Ubuntu Linux
8.04. We use 8 bits to encode each character in ASCII. The
performance of our vulnerability analysis is shown in Ta-
ble 1. The backward analysis dominates the execution time
from 77% to 96%. Taking a closer look, Table 2 shows the
frequency and execution time of each of the string manip-
ulating functions. preConcat (including prefix and suffix)
consumes a large portion, particularly for (4) proManager-0.72
that has a large size of constant literals involved. One reason
is generating concatenation transducers during the compu-
tation. Note that the transducer has 3-tracks and uses 24
bits to encode its alphabet. On the other hand, our com-
putation does not suffer exponential blow-up as expected
for explicit DFA representation. This shows the advan-
tage of using symbolic DFA representation (provided by the
MONA DFA library), in which transition relations of the
DFA are represented as Multi-terminal Binary Decision Di-
agrams (MBDDs).

total time(s) fwd time(s) bwd time(s) mem(kb)

1 0.569 0.093 0.474 2700
2 3.449 0.124 3.317 5728
3 1.087 0.248 0.836 18890
4 16.931 0.462 16.374 116097

Table 1: Total Performance

Finally, Table 3 shows the data about the DFAs that
Stranger generated. Reachable Attack is the DFA that ac-
cepts all possible attack strings at the sink node. Vulnerabil-
ity Signature is the DFA that accepts all possible malicious
inputs that can exploit the vulnerability. We closely look at

concat replace preConcat preReplace
#operations/time(s)

1 6/0.015 1/0.004 2/0.411 1/0.004
2 19/0.082 1/0.004 11/3.166 1/0.0
3 22/0.038 4/0.112 2/0.081 4/0.54
4 14/0.014 12/0.058 26/11.892 24/3.458

Table 2: String Function Performance

the vulnerability signature of (1) MyEasyMarket-4.1. The
signature actually accepts α

∗
<α

∗
sα

∗
cα

∗
rα

∗
iα

∗
pα

∗
tα

∗

with respect to the attack pattern Σ
∗
<scriptΣ

∗. α is the
set of characters, e.g., !, that are deleted in the program.
An input such as <!script can bypass the filter that rejects
Σ

∗
<scriptΣ

∗ and exploit the vulnerability. This shows that
simply filtering out the attack pattern can not prevent its
exploits. On the other hand, the exploit can be prevented
using our vulnerability signature instead.

It is also worth to note that both vulnerability signa-
tures of (2) PBLguestbook-1.32 accept arbitrary strings. By
manually tracing the program, we find that both inputs are
concatenated to an SQL query string which is used in one
sink without proper sanitization. Since an input can be
any string, the pre-image of one input is the prefix of Σ

∗

OR ’1’=’1’Σ
∗ that is equal to Σ

∗, while the pre-image of
another input is the suffix of Σ

∗
OR ’1’=’1’Σ

∗ that is also
equal to Σ

∗. This case shows a limitation in our approach.
Since we do not model the relations among inputs, we can
not specify the condition that one of the inputs must contain
OR ’1’=’1’.

Reachable Attack (Sink) Vulnerability Signature (Input)
#states #bdd nodes #states #bdd nodes

1 24 225 10 222
2 66 593 2 9
2 66 593 2 9
3 29 267 92 983
4 131 1221 57 634
4 136 1234 174 1854
4 147 1333 174 1854

Table 3: Attack and Vulnerability Signatures
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1. INTRODUCTION
Due to their perceived fairness and allocation efficiency, auc-
tions are among the best-known market-based mechanisms
to distribute spectrum. In a well-designed auction, everyone
has an equal opportunity to win and the spectrum is sold to
bidders who value it the most. In the past decade, the FCC
(Federal Communications Commission) and its counterparts
across the world have been using single-sided auctions to as-
sign spectrum to wireless service providers in terms of pre-
determined national/regional long-term leases.

In this work, we show that auctions can be designed to dy-
namically redistribute spectrum across multiple parties to
meet their own demands. That is, the auctioneer runs dou-
ble spectrum auctions to enable multiple sellers and buyers
to trade spectrum dynamically. In this way, existing spec-
trum owners (as sellers) can obtain financial gains by leas-
ing their selected idle spectrum to new spectrum users; new
users (as buyers) can access the spectrum they desperately
need and in the format they truly desire. By multiplexing
spectrum supply and demand in time and space, dynamic
auctions can significantly improve spectrum utilization.

In addition to enabling dynamic trading, our proposed spec-
trum auctions recognize that spectrum is reusable among
bidders. Exploiting such reusability improves auction effi-
ciency, yet the reusability also makes spectrum fundamen-
tally different from conventional goods (e.g. paintings and
bonds), and introduces significant difficulties in designing
economic-robust auctions as shown by examples in [6, 8].

To address these challenges, we propose a framework for
TRuthful doUble Spectrum aucTions (TRUST), achieving
truthfulness and enabling spectrum reuse in double auctions.
TRUST takes as input any reusability-driven spectrum allo-
cation algorithm, and applies a novel winner determination
and pricing mechanism to select winning sellers and buyers.
To our best knowledge, TRUST is the first framework for
truthful double spectrum auctions with spectrum reuse.

2. PROBLEM MODEL & CHALLENGES
We consider a single-round, sealed-bid, and collusion-free
double spectrum auction with one auctioneer, M sellers,
and N buyers. Each seller contributes one distinct chan-
nel and each buyer only requests one channel. To model a
double spectrum auction, we define the following notations
for both sellers and buyers: For a seller m, Bs

m is its bid, the
minimum payment required to sell a channel; V s

m is its true

valuation of the channel; P s
m is the actual payment received

if it wins the auction; and its utility is Us
m = P s

m − V s
m if it

wins the auction, and 0 otherwise; For a buyer n, Bb
n is its

bid, the maximum price it is willing to pay for a channel;
V b

n is its true valuation of a channel; P b
n is the price it pays

if it wins the auction, and its utility is Ub
n = V b

n − P b
n if it

wins, and 0 otherwise. Then we can further define the three
important economic properties as follows:

1). Truthfulness
Definition 1. A truthful auction is one in which no buyer

n /seller m can obtain higher utility Ub
n/Us

m by setting Bb
n �=

V b
n/Bs

m �= V s
m.

Truthfulness is essential to resist market manipulations and
ensure auction fairness and efficiency.

2). Individual Rationality
Definition 2. A double auction is individual rational if

no winning buyer pays more than its bid (i.e. P b
n ≤ Bb

n), and
no winning seller gets paid less than its bid (i.e. P s

m ≥ Bs
m).

This property ensures non-negative utilities for bidders who
bid truthfully, providing them the incentives to participate.

3). Budget Balance
Definition 3. A double auction is ex-post budget bal-

anced if the auctioneer’s profit Φ ≥ 0. The profit is the
difference between the revenue collected from buyers and the
expense paid to sellers: Φ =

�N
n=1 P b

n −
�M

m=1 P s
m ≥ 0.

This property ensures that the auctioneer has incentives to
set up the auction.

Existing
double
auction
designs

Spectrum
Reuse

Truthfulness Ex-post
Budget
Balance

Individual
Ratio-
nality

VCG X
√

X
√

McAfee X
√ √ √

VERITAS
exten-
sion

√
X

√ √

TRUST
√ √ √ √

To enable efficient spectrum trading, the auction design must
exploit spectrum reusability to improve spectrum utiliza-
tion and achieve the three critical economic properties. The
reusability, however, brings significant difficulties in achiev-
ing economic robustness. As highlighted by the above table,
conventional truthful double auction designs (VCG [1] and
McAfee [2]) do not consider reusability. Prior work on truth-
ful spectrum auctions (VERITAS [6]) only addresses buyer-
only auctions, and [8] further shows that the extension of
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single-sided auction to double auctions fails to be truthful.
We refer readers to [8] for the detailed examples.

3. TRUST: DESIGN
TRUST [7] breaks the barrier between spectrum reuse and
economic-robustness in double spectrum auctions. In essence,
it enables spectrum reuse by applying a spectrum allocation
algorithm to form buyer groups. It achieves the three eco-
nomic properties via the bid-independent group formation
and a reusability-aware pricing mechanism. TRUST consists
of three components:

Grouping Buyers. TRUST groups multiple non-conflicting
buyers into groups so that buyers in each group do not con-
flict and can reuse the same channel. This is done privately
by the auctioneer performing a spectrum allocation algo-
rithm and grouping buyers assigned to the same channel to
a group. Unlike VERITAS, the group formation is indepen-
dent of the buyer bids to prevent bidders from rigging their
bids to manipulate its group size and members.

The group formation can cope with various interference mod-
els by using different spectrum allocation algorithms. If the
buyer interference condition is modeled by a conflict graph,
the group formation is equivalent to finding the indepen-
dent sets of the conflict graph [3, 5]. If the condition is
modeled by the physical Signal to Interference and Noise
Ratio (SINR) [4], TRUST finds multiple sets of buyers who
can transmit simultaneously and maintain an adequate re-
ceived SINR. Assuming channels are homogeneous, TRUST
performs this allocation only to form buyer groups, not to
assign specific channels to buyers.

Determining Winners. Next, TRUST treats each buyer
group as a super-buyer and runs the conventional double
spectrum auction algorithm to determine the winning sellers
and super-buyers. Let G1, G2, ..., GL represent the L groups
formed. For any group Gl with nl = |Gl| buyers, the group
bid πl is:

πl = min{Bb
n|n ∈ Gl} · nl. (1)

TRUST sorts the seller bids in non-decreasing order and the
buyer group bids in non-increasing order: B� : Bs

1 ≤ Bs
2 ≤

... ≤ Bs
M , and B�� : π1 ≥ π2 ≥ ... ≥ πL. Define k as the last

profitable trade:

k = argmax
l≤min{L,M}

πl ≥ Bs
l . (2)

Then the auction winners are the first (k − 1) sellers, and
the first (k − 1) buyer groups.

Pricing. To ensure truthfulness, TRUST pays each win-
ning seller m by the kth seller’s bid Bs

k, and charges each
winning buyer group l by the kth buyer group’s bid πk. This
group price is evenly shared among the buyers in the group:

P b
n = πk/nl, ∀n ∈ Gl. (3)

No charges or payments are made to losing buyers and sell-
ers. The uniform pricing is fair because buyers in a win-
ning group obtain the same channel, thus should be charged
equally. In addition, to ensure individual rationality, a group
bid must not exceed the product of the lowest buyer bid in
the group and the number of buyers in the group, which
is used in the process of determining winning groups. With
such pricing mechanism, the auctioneer’s profit becomes Φ =
(k − 1) · (πk −Bs

k) and it is easy to show that Φ ≥ 0.

Figure 1: The percentage of spectrum utilization
achieved by TRUST comparing to that of pure allo-
cations without economic factors. Four various allo-
cation algorithms are considered including Max-IS,
Greedy-U, Greedy, and random allocation RAND.

4. TRUST: PERFORMANCE
On the other hand, ensuring these economic properties comes
at a cost in spectrum utilization. This is because TRUST se-
lects winning buyer groups by the minimum bid in the group
multiplied by the group size, so that groups of different sizes
have equal opportunity in being chosen. However, the con-
vectional spectrum allocation algorithms always choose large
groups, leading to an advantage in spectrum utilization. Fig-
ure 1 illustrates the ratio of TRUST’s spectrum utilization
over that of conventional spectrum allocations without eco-
nomic consideration [3, 5]. It includes TRUST with four
spectrum allocation algorithms, and examines the perfor-
mance using random and clustered topologies. In random
network topologies, TRUST achieves 70–80% spectrum uti-
lization of the conventional spectrum allocation, while in
clustered topologies, TRUST sacrifices roughly 50% of spec-
trum utilization for economic robustness. This is because
in clustered topologies, the group sizes become much more
diverse, and hence TRUST is more likely to select a set of
small buyer groups which degrades the overall spectrum uti-
lization. Note that finding the optimal buyer group forma-
tion is an interesting topic to further explore, and it would
depend on conflict constraints and bid distribution.
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